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ABSTRACT

This paper is concerned with the problem of captuhigher
dynamic range video with a mobile device. We assuhe
mobile device has a standard (or low) dynamic rainggge
sensor, and that the device is constrained by poavet
processing capability. To address these issuegjenvelop a
system that captures a video sequence containirearying
exposure settings, encodes this sequence withodifioaion,
and then transmits the sequence to a decoderbifFegeam is
constructed so that legacy decoding devices onbodke a
single exposure setting while advanced devicesdiouwltiple
exposure settings and then use the decoded datadnstruct
a higher dynamic range image sequence.

Index Terms— dynamic range, video coding

1. INTRODUCTION

Camera phones are rapidly becoming a pervasivéopiatfor
capturing user generated content. For exampldghényear
2007, it was estimated that 700 million camera gisowere
sold compared to approximately 100 million digitaimeras
[1]. This trend is predicted to accelerate in filneire, with an
estimated 1.3 billion camera phone devices appgarinthe
year 2012. The increased demand is motivated bydtivers -
- emerging markets and improvements in image qualit

While the desirability of camera phone devices appe
strong, the image quality of these devices is n@amera
phones suffer from poor optics, low resolution alwv
dynamic range. Solutions to the first two issues lginning
to appear, as higher pixel count sensors and aatasfdevices
are slowly introduced to the market. However, \weasve that
the dynamic range issue is not being addressedis iEh
unfortunate, as the dynamic range restriction regdube user
experience of the devices. For example, Figurddws two
images captured from a typical camera phone modiietice
how each image is devoid of sky detail. This i® da the
limited dynamic range of the image sensor.

Improving the dynamic range of a camera phone quiatf
can be accomplished by integrating improved sensadules
into the camera design. However, this also in@gaystem

cost and potentially increases power consumptidn. this

document, we consider an alternative solution whestandard
dynamic range camera module is used to probe thandig
range of a scene through time. The multiple expessare then
fused into a higher dynamic range image sequeri¢es has
been considered by others [2-6]. A major noveftyhe work
presented here is that we modify the problem stat¢rand
consider the power constraints of mobile imagingtfpkms
(e.g., camera phones).
limited complexity available in these devices (blyifting

computationally complex fusion operations to a dieel and
we use an exposure probing strategy that captufeeneement
data at very low-frequency to reduce the power lzentdwidth
consumption of the imaging sensor. As a seconalbgwe
operate the coding system and low-frame rate glyate a
manner that achieves backwards compatibility wiggaty
decoding devices. We believe that this framewarkHigher
dynamic range acquisition has not been consider@dqusly.

We use video coding toeaddthe

The goal of this document is to introduce our highe

dynamic range camera phone system and to explaidehign
of the video coding component. The rest of theudwent is
organized as follows. In Section 2, we descrileeehd-to-end
system configuration. In Section 3, we considergioblem of
coding an image sequence acquired with varying sxm@o In
Section 4, we provide a brief introduction to thisiébn process.
Finally, Section 5 presents results of the system.

2. SYSTEM OVERVIEW

We start by identifying two primary constraints tthmotivate

Fig. 1 Examples of frames from image sequences capturtd av
typical camera phone. Notice the absence of afoynvation in the
sky. This is due to the limited dynamic rangeta tamera module.



our system design. As a first constraint, we lithé frame rate
of the sensor module. When capturing multiple expes, it is
tempting to increase the frame rate of the sensuodufe to
improve temporal continuity within each set of darly

exposed images. However, this has the negativeecprence
of increasing system power, as an increased frateerequires

higher memory bandwidth between sensor module awl h

processor and also requires processing more patel. dAs a
second constraint, we require that the camera plyenerate
visually meaningful output when viewed with a legdecoder.
This improves the user experience. Coupled with finst
constraint, it also mandates that we capture erdmeot
exposures infrequently in order to maintain tempooatinuity
within the reference exposure.

Having identified the above constraints, we nowsider a
system that consists of the following steps: Fitlsé camera
sensor module is initialized by a host processapfures image
data and transmits the image data to the proceddere, the
image data is white balanced, de-mosaiced, gamnracted
and converted to a standard color space, e.g., ®T-Within
the camera sensor module. Additionally, the cansemasor
module transmits meta-data describing its configomato the
host processor. Next, the host processor comgrélseeémage
data and transmits the result. The host procesisen
continues to receive, compress and transmit image ds
appropriate. Periodically (and infrequently), tiest processor
requests that the image sensor use an alternajpasere value
(or set of values). The camera module then trassithie
resulting image data to the host processor, wherés i
compressed and transmitted as enhancement image dae
image sensor then returns to the previous expoglte and
transmits image data, and the process returnsetdirt step.
A graphical depiction of the resulting video seqeeeprovided
to the encoder appears in Figure 2.

At the decoder, legacy devices ignore the enhanceme

information and reconstruct the image sequencessponding
to the default exposure value. Advanced decoddract the
additional information and utilize it for enhancittge dynamic
range of the original scene. The method for fushegimage
data is not the primary emphasis of this paper; vay an
overview appears in Section 5 for the sake of cetepless.

-
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Fig. 2 Graphical illustration of the image sequence irtputhe video
encoder. The frames &itl andt+N+1 correspond to frames captured
with alternative exposure values; the remainingn&a correspond to
frames captured with a default exposure vi

2. VIDEO CODING

H.264/AVC coding system, this is accomplished watkip,
spatial direct, or temporal direct modes. Of ceursther
methods for temporal interpolation could be emptby€&he
resulting legacy bit-stream is illustrated in Fig.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Legacy bit-stream

t+N+1 t+N+2

Fig. 3 lllustration of the frames assigned to the legadystream.
Frames shown with a dashed outline are interpolatethe encoder
and reconstructed by the legacy decoder. Intetipolamethods
include copying previous image data as well asopeihg motion
compensated interpolation using-stream informatio.

Having considered coding the legacy bit-stream, noe
consider representing the enhancement data. fsddbefore,
the data should be encoded so that it is ignoredebsgcy
decoders. This is achieved by creating an enhagwceit-
stream and interleaving the enhancement and ldgasyreams
using user-data markers or alternative networkratbn layer
unit (NALU) values. Alternatively, the bit-streanase multi-
plexed as separate bit-streams within a transpedrs.

Of primary importance here is the efficient codiofgthe
enhancement layer data. As a default case, wel cmrsider
coding the enhancement frames without predictiomfother
time instances or the legacy bit-stream. Of cquth&s is
inefficient in terms of video coding. Instead, wensider a
system to predict image frames corresponding tostwond
exposure from image frames corresponding to thet fir
exposure. We refer to this processegsosure compensation.
The prediction process is graphically shown in Fégd and is
further detailed in the next sub-section.
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Fig. 4 Graphical illustration of the prediction structufethe encoding

system. The arrows represent motion compensatibile the box
labeled "Exposure Compensation” represents theepsoaf projecting
one exposure value to a second exposure value.caAsbe seen,
prediction occurs between enhancement frames asal latween
compensated frames in the lecac-stream

2.1. Exposure Compensation

The purpose of exposure compensation is to redbee t
difference among frames caused by exposure vargtiand
therefore to reduce the prediction residual diffeee To
develop the system, we first present a model ferdhmera.

The coding system begins by encoding the framegye begin by observing that the exposure value olsemer
corresponding to the default exposure value usihg t cameras is a function of the lens aperture andjiat®n time,

H.264/AVC video coding system [7-8]. (Please nibi@t any
compression system is allowable.) This resulta lit-stream
that is backwards compatible with legacy decodedseantains
frames from a single exposure value. Thus, isBat one of
our identified constraints. For the time instancesesponding
to enhancement data (and not the default expolte) we
utilize bit-stream syntax to signal the frame appéd. In the

where integration time (or shutter speed) denokes time
duration that the sensor is exposed to light are aperture
denotes the amount of light passed by a lens. ,Naegt
determine that additional factors also affect thmealf output
image, including gain and gamma correction. Complthrese
contributions leads us to the camera sensor model
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where BV denotes the brightness value of the caftimage,
sspeed denotes shutter speed, denotes gainfstop denotes
aperture A denotes the gamma correction process ang.lis
the irradiant energy, or intensity, of the source.

The question then is how to relate a luma valueggdavith
one exposure configuration to the luma value imagét a
second exposure configuration when the scene ikanged.
Ignoring clipping, we observe from (1) that

BV, =a [BV,, )

where o is a scalar that is a function of the shutter dpee

aperture, gain and gamma values in the two cordigans. For
cell phone applications, it is reasonable for stspeed to be
the difference between configurations. In thisscage have

a= (SSpeedl)A/(sspeedz)A . (3)

To be clear, Eq. (3) describes an exposure compiensa

process that multiplies the frames in the legatystoeam by a
constant factor in order to generate a prediction the
enhancement layer. This is expressed as

Ye =0, 4)

where y denotes the luma values in the reference fram

andy,. denotes the exposure compensated luma values.

We observe that the resulting process is similarthe
concept of weighted prediction that appears inHi264/AVC
video coding system. An important difference hisréhat the
weighting parameter is defined by meta-data pralidg the
camera, which allows for low encoder complexity gmactical
implementation on a cell phone.

To complete the development of our exposure congiims
system, we verify the compensation model in (4)hwi¢al
camera data. This is accomplished by imaging agatern
while varying the exposure value of a camera. Resypear
in Figure 5. As can be seen in the figure, the pivapbetween
pixel values from two exposures follows a lineantt that
correspons te in Eq. (4).
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Fig. 5 Experimental results assessing the exposure caapen
process. Notice that the mapping between pixalesbf images
taken with two exposures follows the predicteddingend.

3. DECODING AND IMAGE FUSION

Using the system described above, a legacy decwiler
decode the legacy bit-stream and output a videalesesg
corresponding to the default exposure value. Hawnewn this

section, we are interested in the problem of dewpdhe
enhancement information and then using this enmaece
information to reconstruct a higher dynamic rangeadge
sequence. An overview of the process is providedhie
following paragraphs, while a more detailed degimip must
be reserved for future publication due to spacetaimts.

Our decoding and image fusion system consists @feth
basic phases. The first is the decoding of thearodment
information to generate enhancement exposure thetaecond
is registration, and the third is image fusion. réje¢he goal of
the registration is to transform the interleavedusmce of
differently exposed frames to a sequence of ragidtérame-
sets, where each frame-set corresponds to a speifint in
time and consists of a default exposure frame phesor more
aligned enhancement frames. This is shown in EigurThe
fusion phase performs the fusion process itselfpuiting a
higher dynamic range sequence. Fusion is perforatezhch
time point individually, and it includes a mismaidétector that
excludes areas containing local motion and othgisti@tion
errors from the fusion.

The two phases of the algorithm are summarizedgaorg
7. The left diagram outlines the pre-processing r@giktration
phase, and the right diagram outlines the fusicasphAs can
ge seen in the figure, the registration phase Isegiith an
interleaved sequence of exposures and generatedetlieed
frame sets. The fusion phase of the algorithm flases each
frame-set into a higher dynamic range image innapteally
consistent manner. After fusion, the higher dyrmamsinge
image is optionally tone mapped to best fit theatslfies of
the display.

Fig 6 Graphical illustration of the registration pha¥¢éhite frame
correspond to images transmitted in the legacgtbéiam. Darkene:
frames represent enhancement frames. In all casgashed olihe
denotes an interpolated frame, and each columrtitges a frame-
set br a sinale noint in tim
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Fig 7 Overview of the dynamic range enhancement process:
(a) registration phase and (b) fusion phase.




4.RESULTS BIT-RATE OVERHEAD OF ENHANCEMENT DATA

To measure the performance of our system, we imgé®ed | Sequence Case (1) Case(2) Case(3)
olur propgsfedd coding method into H.264/AVC JM14.]20$[?;/e car 16.23% 9.53% 4.54%
also modified a camera to capture image sequendtssav [ )
frame rate of either 15 or 20fp2, and a gignifigadtfferent Intersection 11.02% 6.67% 2.64%
exposure value at one frame every second. Videmutisn is | -©ffice 3.76% 5.50% 2.69%
320x240, and representative frames appear in Figjure building 13.57% 10.62% 8%

i Average 11.15% 8.1% 4.47%

building
Figure 8 Representative frames from the captured sequences

office

We then investigated the coding efficiency of tloduson.
To do this, we considered the following scenarios:

(1) Image sequences compressed with no knowledge of the

exposure value of each frame.

@)
exposure values into separate image sequencess T
provides a legacy and enhancement bitstream big doe
not employ exposure compensation or enhancemeift]
layer prediction.
Image sequences compressed after separating the tW&
exposure values and utilizing exposure compensation
and enhancement layer prediction for efficient ngdi (3]
For the experiments, we used a fixed QP value pfe&llting
in bit-rates in the range 128-384kbps (sequenceruigmnt).
These are typical bit rates for our applicatiorindérest. [4]

Results for the four sequences appear in Tablelnlthe
table, we report the percentage of bit-rate in@edse to
coding the enhancement layer relative to the cbrsitenario
where we encode a full frame rate sequence at glesin
exposure value As can be seen from the Table, we are able 16l
transmit the additional enhancement data with tess 5%
overhead using the proposed system. Furthermsiag uhe
advanced decoding and fusion process outlined é laist
section, we are able to achieve substantial dynamnge
improvement. This is evident in Figure 9, whictntzons detail
in the light and sky that are absent in the ledatgtream.

@)

(3]

[7]
(8]

(9]

1 To compute the bit-rate of this control experimeve assume that the
bits required to encode a time instant occupiedrbgnhancement
exposure is equal to the bits used for encodingtbeious, non-
enhancement frame.

Table 1. Bit-rate overhead of the enhancement
knowledge of the exposure value; (2) knowledgehefexposure value but
no exposure compensation, and (3) knowledge ok¥pesure value and
exposure compensation.

data us(&y: no

@)
Figure 9 Proposed system: (a) actual captured frame, gndiefpded and

Image sequences compressed after separating the tfuged higher dynamic range result from the desdriyestem. Notice the

(b)

ﬁ]dditional detail in the light fixture as well deetblue sky out the window.
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