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Discrete-Event Control of Nondeterministic Systems

Michael Heymann and Feng Linember, IEEE

Abstract—Nondeterminism in discrete-event systems occurs in terms of a language specification, this is clearly not always true
many practical situations and often as a result of partial observ- when the system is nondeterministic. Indeed, to formally cap-
ability of events. For the e_ld_equate description of non_determlnlstlc ture and specify legal behavior of the controlled system, it may
systems and nondeterministic phenomena, the trajectory-model b to state. in addition to th itted | ’ th
formalism was introduced in [6] and [7]. This formalism has been € necessary (o sta ?' !n addition to the permitte anguage, e
used in [26] (also [14] and [15]) for obtaining various results degree of nondeterminism that the controlled system is allowed
on supervisory control of nondeterministic systems subject to to retain. Thetrajectory modelformalism was introduced
language specifications. In the present paper we develop a theoryin [6] and [7] as a semantic framework for modeling and
of supervisory control for nondeterministic discrete-event systems specification of nondeterministic behaviors, and it was shown

subject to both language and trajectory-model specifications. We to ad tel t det inistic ph that
further show how well-known algorithms for supervisory con- 0 adequately capture nondeterminisic phenomena that one

trol (of deterministic systems) under partial observation can be Might wish to discriminate and distinguish by discrete-event
adapted for synthesis of supervisors for nondeterministic systems control. Thus, for control purposes, nondeterministic DES’s
subject to both language and trajectory-model specifications.  can be modeled either as nondeterministic automata (with
Index Terms—Discrete-event systems, nondeterminism, super- €-transitions) or agrajectory models
visory control, trajectory model. In recent years, there has been increasing interest in ques-
tions associated with nondeterminism in connection with su-
pervisory control of DES’s. In [4], [5], and [13], nondeter-
ministic supervisors for DES’s are considered, and existence
OST OF the published research on control of discretgonditions of supervisors are derived for various types of
event systems (DES) has focused on systems thpiterministic or nondeterministic specifications. In [15] and
are modeled as deterministic finite state machines. For SL[QB] the Super\/isory control pr0b|em is considered where the
systems, an extensive theory has been developed [24]. A gri@@$ervised system is assumed (or permitted) to be nondeter-
deal of attention was also given to the control of partiallyhinistic, while the specification is assumed to be determin-
observed DES's [17], in which only a subset of the systemistic (that is, a language specification) and the supervisor is
events are available for external observation. For such systegiso assumed to be deterministic. Conditions for supervisor
necessary and sufficient conditions for existence of supervis@sgstence are derived there, but no explicit algorithms for
and algorithms for supervisor synthesis [3], [16]-[19], [23)synthesis of supervisors are presented. In [14] nonblocking
[24] for off-line as well as on-line implementation [2], [8] supervisory control of nondeterministic systems is considered
have been obtained, and a wide variety of related questiaifere a concept of trajectory-model nonblocking (that dif-
have been investigated. fers from language-model nonblocking) is introduced. On the
Partially observed systems frequently exhibit nondetermigther hand, in [21] and [22], deterministic supervisors for
istic behavior. There are, however, situations in which thendeterministic plants with nondeterministic specifications
system’s model is nondeterministic not because of partigdde considered. They employ Hoardalures semantics for
observation but, rather, because either the system is inheresifstem specification and derive certain algorithms (of high
nondeterministic or because only a partial model of the SyStQj@mmexity) for Supervisor Synthesis_ Indeed, it seems to be
is available and some or all of its internal activities argquite evident from the work reported in [21] and [22] that
unmodeled. the direct supervisor synthesis for nondeterministic systems is
In contrast to deterministic DES’s, whose behaviors agiite a difficult task.
fully specified by their generated language, nondeterministicMotivated by the above, we began an investigation [9]-[11]
systems exhibit behaviors whose description requires mughithe connection between the supervisory control problem
more refinement and detail. Further, while in the deterministjgy general nondeterministic systems and the corresponding
case, legal behavior of a system can be adequately expressgstéblem for partially observed deterministic systems. Our
investigation led us to the conclusion that there appears to
Manuscript received February 2, 1996; revised December 4, 1996. Recdd@ neither a need, nor an advantage in developing a direct
ended o ASeoote Edor £ . . Chng, T ot supredfloitmic approach 0 synthesis of Supenvisorsfo nondeter-
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direct advantage is taken of the existing theory and algorithriie supervisory control of nondeterministic systems with static

for control under partial observation of deterministic systemspecifications, in which the specification of legal behavior is
Our approach to the supervisor synthesis is based on tlieen as a subset of legal states. In Section V we investigate

following basic idea: we first synthesize from the givein detail the problem of supervisory control with dynamic

system, by adding to it hypothetical transitions and hypothdtajectory-model specifications. We develop an algorithmic

ical uncontrollable and unobservable events, a deterministiamework for translation of the supervisory control problem

system whose partially observed image (in the sense that Wigh dynamic specifications to an equivalent problem with

hypothetical events are obviously not observed) is the origirgthtic specifications. Finally, in Section VI we conclude the

nondeterministic system. We call this procediifting. Before paper with a brief discussion of the methodology for supervisor

performing the lifting, the legal (trajectory model) specificatiosynthesis.

is embedded in the original nondeterministic system model

in a way that can readily be dealt with in the corresponding II. DETERMINISTIC SUPERVISORY

lifted deterministic system. The next step of the synthesis is CONTROL UNDER PARTIAL OBSERVATION

to construct a supervisor for the lifted system subject to the

(obvious) condition that the artificially added events are neithe.rIn this section we briefly review the basic results of super-

observable nor controllable. Such a supervisor can readily oy control for deterministic _systems_ under partial obse_rv_a—
jon. The uncontrolled system is described by an (determinis-

. . |
constructed using the well-known theory and algorithms f:@c) automatonG = (3, Q, 6, qu, Qum) with elements defined

supervisory control of partially observed systems. It is seIn a usual wav. The languages aenerated and marke@ b
evident, and we show it formally, that a supervisor synthesiz%(rje denoted by. a and]? g rgs ectivelv. The event se¥
in this way is applicable for the original nondeterministic (G) m(G), resp Y.

- e sa?artitioned into controllable (observable) and uncontrollable

system and satisfies the specifications. Moreover, we show t e . .
if the supervisor designed using this approach is optimal for t lénobsgrvaple) d|§10|nt SUDSEIS= YoULue(= LoUXuo)- A
Upervisor is a disablement map PL(G) — 2% (where

lifted system, it is also the optimal supervisor for the origina}). S — 3* is the projection map that deletes the unobserved

system. Thus, since control gnder partial observation is W%'\Bents) such that, following an observed strisgPL(G),
known, we only have to, ultimately, focus on the auxiliary

e 7 . 7(s) denotes the set of evenisc ¥. that are disabled by the

steps of model lifting and specification embedding. . .

. ; ; supervisor. The languages generated by the supervised system
The simplest version of the supervisory control problem for R ) )

S . -~ 1s denoted byL(~v/G) which is given inductively as follows.
nondeterministic systems is the case when the model is given
as a nondeterministic automaton and the specification of Iegafl) ceL(v/G).
behavior is given by a set dfegal states that must be avoided. 2) (V5 € L(v/G@)(Vo € ¥)so € L(y/G) & so €
This case, in which we refer to the specification siatic, LG)No ¢ 7(3)'_ o _ .
has been discussed in [10], and we review it here briefly for We say that is (prefix) closed if it equals its prefix closure
the sake of completeness. Basically, the only algorithmic stép We also define controllability and observability as follows
needed in the static case, prior to the employment of standatd] [23]- o
synthesis algorithms, is the lifting algorithm (which, as was Definition 1: A languageX” C L(G) is said to becontrol-
shown in [10], can actually be sidestepped if one wishes l@ple (with respect tox,.) if

do so). == —
In the present paper we focus attention on the case where (Vs € K)(Vo € Bue)so € L(G) = 50 € K.

the specification is given as a trajectory model and where thepefinition 2: A language K C L(G) is said to beA-

central issue is the trajectory-embedding. That is, the maiBservabldwith respecttaA C ¥ andy,,,), and whem = ¥

problem is the correct interpretation of the specification &mply observable if

a restriction of permitted system behavior. This is done b R , —

embeddingof the specification in the plant model so that we? s, s' € K)Ps =Ps' = (Vo € A)(so € K As'o € L(G)

can ultimately proceed, just as in the static case, using the = so e K).

lifting technique. . . . .
We deal in the present paper only with safety specificationsThe cont_r(_)IIablhty and obs_,ervablllty chare_xcterlze the exis-

and ignore the important question of liveness, or nonblockinfgce condition for a supervisor as proved in [17]. ,

issues that are addressed extensively in [9]. Theorgm l:Let K C L(G) be nonempty. Then thgre exists
In Section II, we briefly review the relevant aspects of th@ SuPervisory such thatL(y/G) = K if and only if K is

theory of supervisory control under partial observation, and fi°S€d: controllable, and observable. o _

Section Ill we review the main concepts of nondeterministic ~Another useful concept is normality which is defined as

DES'’s and their representations and reexamine the relatf&qow_s ,[_17]' , i

between the trajectory models and their corresponding nondePefinition 3: A languageXx’ C L(G) is normal if

termin_istic automata. Als_oz a “lifting” fo_rmalism is presented (Vse L(@)Pse€ PK = s € K.

by which the nondeterministic system is translated (or lifted)

to a deterministic system, by introducing hypothetical events.One important fact regarding the relation between observ-

The lifted system is constructed so that its projection yieldsbility and normality is given by the following proposition,

the original nondeterministic system. In Section 1V we discusghich is essential to the development in this paper [20].
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Proposition 1: If ¥. C ¥, then a language is controllableA set of trajectoriesI is closed if
and observable if and only if it is controllable and normal.

A nice property of controllable (normal) languages is that T =clT7).
they are closed under arbitrary union. So &) (V(E), _ o _
CN(E), respectively) denote the set of controllable (normal, We say that a set of trajectories is saturated if the
controllable and normal, respectively) sublanguage®,ahen following condition holds:

we have the following [16], [17], [23]. _ .
Proposition 2: The supremal elementsip C(E), sup A (V=12 )(Vj:0<j<h)(Vo € - Xj)

(E), andsup CA/(E) exist, and they preserve the property of (((Xo, (01, X1), =+, (0%, Xi)) €T
closedness. N (Xo, (01, X1), -+, (04, X;)(0, 0)) €7T)
N = (Xo, (o1, X1), -+, (05, X;U{o}) -+,
. N ONDETERMINISM (o0, Xi)) € T).

In this section we briefly review the trajectory-model for-
malism of [7] (see also [26]) which has been developed asWe are now in a position to define a (nondeterministic)
a basic tool for modeling and analysis of nondeterministigrocess through its associated set of trajectories. Intuitively, we
DES's. identify a proces$” with the set of all trajectories associated
Just as thérace s € L(G) C ¥* is a record of the string of with possible runs of. More formally, we have the following.
events executed in a given run of a systéinthe trajectory Definition 44 A (possibly) nondeterministiprocessP is
is also a record associated with a runcaflt is more detailed a closed and saturated subset of valid trajectofles 2% x
than the trace in that it lists, in addition to the successfullyy: x 2%)".
executed events, events that the system might have rejectelhe saturation condition on the set of trajectories of a
(or refused), if offered, after each successful event. Thuspeocess implies that if an event is impossible it will be refused.
trajectory is an object 2> x (E><2E)* of the form (We shall later see that while in nondeterministic processes
events need not be impossible to be refused, in deterministic
t = (Xo, (01, X1), -+, (o0, X)) processes events are refused if and only if they are impossible.)
where o; denotes theith executed event, and;, the ith Let 7 be a set of trajectories. We say that a trajectogy7
refusal denotes the set of events refused afterithexecuted is dominant(in 7) if there is no trajectory’ € 7, ¢’ # ¢, such
event. Thenitial refusal X, is the set of events that are refusedhatt C ¢'. The set of all trajectories that are dominantZin
before any event is executed. We call the intelyéne length is called thedominance-seof 7" and is denotedom(7).
of ¢, denotedt|, and the trace associated witlis defined as ~ The following proposition states that a proce8ss com-
pletely characterized by its dominance set [7] (see also [26,
tr(t)zal---ak. Th. 1)).
A trajectory is calledvalid if o; & X;_, for all i > 0 (that ~ Proposition 3: Let 7 be a process. Then(dom(P)) = P.

is, an event cannot be executed if it has just been refused). We shall next examine how trajectory-model representations
Let ¢ be a trajectory given by of DES’s, as defined above, are related to their more traditional

representation as automata or state machines.
t = (Xo, (01, X1), -, (o, X)) Let us consider a DES given by a nondeterministic finite

A trajectoryr is a prefix of ¢, denotedr < ¢, if automaton (possibly with-transitions)

r= (X07 (017 X1)7 Tty (ajv XJ)) P= (E U {6}7 Q7 67 q0)
and0 < j < k. The set of all prefixes of is called the over the event seE, with a nondeterministic transition func-
prefix-closureof ¢ and is denotegref(¢). tion 6: @ x (X U {e}) — 29. Let us assume, further, that the
A trajectoryr is said to bedominatedby ¢, denotedr C ¢, system is nondivergent, that is, that there are no unbouaded
if it is of the form paths (i.e., loops that consist etransitions). To obtain the set

r = (Yo, (1, Y2), -+ (s Yi)) of trajecto_ries as_sociated wifh, we proceed as follows. First,
’ LA ’ we associate with each statec @ its maximal-refusal-set

with p; = oy for 1 <i < kandY; C X; for 0< j <k The X, C X, which is defined as

set of all trajectories dominated layis called thecompletion

. P . ! * ! _
or dominance-closureof ¢ and denotedomp(#). Xy :={oeX: (V¢ e ' (q)(q, o) = 0}
Finally, we define theclosureof ¢, denotedcl(t), as ) o o
A closed set of trajectories is always nonempty since it includes the null
c(t) := U pref(v) tra;ectory((l), €). . . - -
The term “saturated” as defined here differs from the way it was used in
vEcomp(t) [26].
and the closure of a set of trajectori@*s is given by 4The above de_finition i_s a_simplified ver_sion of [7, Definition 12.1] since we
deal here only with termination-free nondivergent processes. The concepts of
CI(T) L U Cl(t) termination and divergence are discussed in detail in [7]. Intuitively, a process
T ' is nondivergent if it cannot engage in an unbounded string of unobserved

tcT transitions.
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wheree*(q), the e-closureof ¢, is defined inductively [12] as trajectory model in this set that we shall dendtet(L) as
follows:

g€ e(q) andq’ € € (q) = 6(q', €) C €*(q).
@ @ (@) @ Algorithm 1 (Construction ofdet(L))

With each pathp = ((JO7 01,41, "+, Ok, (.Zk) in P, ((Z)’ 6)Edet(L)
we associate a trajectory, in the following way: first Proceed by induction on string length:
we representp as aformal trajectory by replacing each Fort = (Xo, (o1, X1), -+, (0%, Xy))Edet(L)
state inp by its maximal refusal set. That is, we write ando € X%,
£y = Xy, 01, Xg1s -+, 0k, Xg)- (Note that inf,,, some of (Xo, (01, X1), -+, (oh; Xx U{c}))
theo;’s may bee.) Then, to obtain the trajectory, associated edet(L) & tr(tyodL
with p, we delete all epsilons from,, and in the resulting (Xo, (01, X1), -+, (on; Xi), (0, 1))
string we replace all consecutive refusal sets by their union. edet(L) & tr(tfo € L.

A stateq is callede-stableif ¢ = ¢*(q), thatis if6(q, €) = 0.
The assumption tha® is nondivergent implies that, in a The correctness of the above algorithm is stated in the
nontrivial process (that is, with a nonempty state set), thefi@llowing proposition [7, Proposition 12.5].
exists at least one-stable state in the-closure of each state. Proposition 4: det(L) is deterministic and.(det(L)) = L.
Denoting the set of trajectori¢s associated with ali-stable ~ The following theorem summarizes our preceding discus-

paths inP by dom(P) (a pathp = (g0, o1, q1, -+, o, &) Sion and characterizes deterministic processes.
is e-stableif g is e-stable), the trajectory model @F (which Theorem 2:Let P be a process, and Idi(?) be its trace
we also denotéP) is obtained asP = cl(dom(P)). set. ThenP is deterministic if and only if for every process

Conversely, we recall [7] that we can construct a nondete such thatL(Q) = L(P)
ministic state machine (represented as a transition graphewith
transitions) directly from the séom(7) or, more specifically, P =det(L(P)) C Q.
from the setM(P) defined as
Thus a deterministic process is uniquely defined by its
M(P) = U pref(t). associated trace set and, in fact, is the smallest process
tedom(P) associated with a given trace set.
The validity of the following proposition [7, Th. 12.1] is
We identify the state set of the nondeterministic state machi@gsy to verify.

with M(P) and construct the state-transition graph by induc- proposition 5: The union of a nonempty set of processes

tion on trajectory length as described in [7, Algorithm 12.1]js 5 process.

(See also the construction presented in [26] that uses so-callegh view of the above proposition the union of the set of

“saturated trajectories.”) trajectory models that have C ©* as their trace set is also
It is not difficult to see that ifP and Q are two processes g trajectory model. It is of course the most nondeterministic

such thatL(P) = L(Q) (L(P) denotes the trace set, or tharajectory model that haé as its trace set and is denoted

language generated 59), then we are justified in saying that,ondet(L). It can easily be constructed frof as follows:
P is more nondeterministithan @ wheneverQ C P (because

‘P can be thought of as evolving int@ throughe-transitions ~
(7). nondet(L) = cl U t(s)

We can now define deterministicprocess in the trajectory sl
model setting.

Definition 5: A processP is called deterministicif for Wherei(s) := (X = {o1}, 01, -+, X = {on}, on, L), for
every trajectory(Xy, (o1, X1), -+, (ok, Xz)) € P and any § = 9192 " On.
o e For each trajectory model, we can thus construct a corre-
sponding nondeterministic automaton witlransitions, using
(Xo, (01, X1), -+, (0%, Xi), (0, 0)) €P the algorithm in [7]. Similarly, for each nondeterministic
& (Xo, (01, X1), -+, (o0, X U{c}))EP. automaton withe-transitions, we can construct its trajectory

model by identifying eaclh-stable state with a corresponding
Thus, a process is deterministic whenever events are refuglethinant trajectory as discussed earlier [7]. Therefore, we
if and only if they are impossible. (Compare this conditioean use either of them to model a nondeterministic system.
with the saturation condition defined earlier.) Henceforth in this paper, so long as no confusion arises, we
Now, let L C ¥* be a prefix-closed language (set of traceshall use the same symbol to denote both the trajectory model
and consider the set of all trajectory models that shar@s and its associated nondeterministic automaton. The languages
their trace set. First, we need to convince ourselves that tigisnerated and marked by a nondeterministic automBtane
set is never empty. To this end we shall construct a speciflenoted byL(7?) and L,,,(P), respectively.

Consider a nondeterministic automaton, possibly with
5The transition-graph constructed there has a loopfesstructure which transitions
is infinite even when a finite transition graph exists, untéss:(P) is finite.
The question of finiteness of the syst&that is associated with a process
P is related to the concept oégular processes [7]. R=2U{e}, Q, 6 q)
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(@ (b) (c)
Fig. 1. Procedure Extend.

over the event sebl. We introduce now a procedure forthe same iR and in 7@\2/. The procedure Extend performs

constructing a deterministic automaton two types of operations o, as illustrated in Fig. 1.
. B For the second type of operations, there is a one-
R=XUX, Q9 q) to-one correspondence between paths of the form

(--,¢,0,¢,¢ g, ) in 1(b) and paths of the form
o ) . (---,q,0,¢,0/,q,---) in 1(c). Clearly, the projection
That is, R reduces toRk upon replacing bye-transitions all o the |atter yields the former. It remains to be shown
its transitions I_abeled by events Yi. The pro<_:e_du_re is based;p 5¢ operations of the first type do not change the set
on first extendingRk to a standard nondeterministic automatofs qominant trajectories. Indeed, by operations of the
with e-transitions and then replacing thé&bels by labels from first type, paths of the form(---.q. o, g, --) are
the event set’ = {7, 7, ---}. .

over an extended event sEtU Y’, such thatR = R\w.

transformed to(---,q,0, ¢, ¢, ¢i, --+), © = 1,---,n.
Procedure Extend (R — R) The corresponding formal trajectoriss are of the form
I Q=0 (oo X0 X o) and (o, X 0 (X e X ),
2. Foreachy € O ando € ¥ respecnyely, and it is re§d|ly noted that Fhey y|eId.|dent|.caI
If |6(g, 0)| > 1, add one more state trajr?ctorles after conclusion of the projection operation (since
and adde-transitions as follows: (M= X)UXi = Xo)- u
Q:=QU{d};
6(q, o) :={¢'}; IV. SUPERVISORY CONTROL WITH STATIC SPECIFICATIONS
6(¢', €) = 6(q; 0); Clearly, nondeterministic systems exhibit more complex
else set and more subtle behaviors than deterministic ones. It is not
(g, o) = 6(g, o), surprising that their behavioral specification can therefore also
3. Foreachye @ be more complex than that of deterministic systems. In the
replace the-transitions by transitions present section we examine the supervisory control problem
labeledr, 73, - - - as follows: of nondeterministic systems subject to very simgtiatic (i.e.,
If 6(q, €) ={aq1, -, gn}, then set state-based) specifications wherein the system is restricted to
6(q, 1) = {a}; remain within a predetermined subset of its state set. The
e more general case afynamicspecifications is discussed in
6(q, ™) = {an}i Section V.
4. End of algorithm. Suppose that the system under consideration is modeled as

_ _ e .. a nondeterministic automaton
Using this procedure, we can ‘lift” a nondeterministic

process to a deterministic process whose projection is the P=(Xu{e}, Q6 q)
original nondeterministic process. This lifted process will be
used in the rest of the paper. and we are specified a subsggs C @ of forbiddenstates that
Proposition 6: The lifted proces& has the following prop- the system is not allowed to visit. Naturally, we assume that
erties. go € (. Control is achieved by a supervisgr defined as
1) The process? is deterministic. a functiony: L(P) — 2%-. Here, fors € L(P), v(s) is the
2) R = 7@\2,_ set of (controllable) events that are disabled by the supervisor

Proof: That 1) holds is an elementary consequence 8¥ter execution ofs. The static supervisory control problem

) IS to construct a supervisor such that the supervised system
the construction. L . .
To see that 2) holds, recall first that the trajectory model of & tisfies the state restriction. To be more precise, let
(nondeterministic) finite automaton is completely determined P, = (2 U{c}, Q.. b5, q0)
by its set of dominant trajectories, that is, by the set of
trajectories associated with thestable paths of the automatonbe the restriction of the automatdn to the subset of “good”
Thus, it will be sufficient to show that this set of trajectories istates@, = Q — Q,; whereés,: Q, x ¥ — 2% is defined
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asé

0., that is wheres = oy -0, € L(v/P). Therefore, a trajectory
8s(q, o) == 8(q, o) N Qs.

Our task is to synthesize a supervispsuch that the super-

vised systems satisfies if and only if oy -+~ 0y € L(P) N L(y/P) = L(v/P), and
VP =P there exist dominant trajectories

(Zo, gy, Z17 ey Oy Zk) € PH det(L(’y/P))

We will derive an existence condition for such a supervisor. (Xo, 01, X1, -+, 00, Xp) €P
When this condition cannot be satisfied, we will synthesize g,q
minimally restrictive supervisor that confines the supervised
system to good state3,. We will discuss the synthesis of the
minimally restrictive supervisor in Section VI.

In the above, the supervised system, denotedyp®, is such that for alls; = oy ---0y, 0 < v < k
formally obtained as follows. First, the languadé~/P),
generated byy/P, is given inductively as Z; CX;UY;

1) ¢ € L(v/P); =X, U{o € %:s,0 € L(P)YU~(s)

2) (Vs € L(n/P)No € X)soc € L(v/P) & so € — X Un~ls,

i U(si).
L(P) Ao & ~v(s).

Next, to obtain the trajectory model of the supervise . . . . .
system, we recall [7] that the strict synchronous (para”e%omparmg this trajectory model with/P, it is clear that
compositionP||7 (= Ps||s7) of two trajectory modelsP
and7, is given as follow$. A trajectory v/ P = P|| det(L{~v/P)).

(Y07 g1, Yiv oty Ok, Yk) € det(L(W/P))

(Z07 g1, Z17 Ok, Zk) € PHT |

if and only if o1+ 0, € L(P)N L(T) and there exist To proqged .with ogranalysis, itis convenient_to f[rst embed
dominant trajectories the specificationP, in the processP by considering the
automaton
(Xo, 01, Xy, -++, o0, Xp) €P

and P= (E U {6}7 Q7 67 qo, Qb)
(Y07 g1, Yiv Tty Ok Yk) €T
] ] where the specification is interpreted as the subautomaton
such thatZ; C X; UY; for all ¢: 0 <4 < &. obtained by the restriction dP to Q, = Q@ — Q,. Now we

We can now prove the following. _ lift P by applying to it the procedure Extend to obtain the
Lemma 1: The trajectory modely/P of the supervised deterministic automaton

system is given by

v/P = P|| det(L(~/P)). P=(uY,Q,6 g, Q)
Proof: After executing the strings, (o1), ---, sp = where
(o1---0k), the supervisor disables (refuses) eventsy{n),
~v(a1), -+, v(sk), respectively. Therefore, the dominant tra- N - .
jectories of~/P are of the form Q=0 U{g€Q—Q: (Vt)o(q, t) € Qu}.
(XoUne), o1, Xy Un(on), -+, on, Xi U(s)) The “legal” languagef C L(P) is now defined to be the set
where (Xo, o1, X1, ---, o, Xz) € P is a dominant trajec- of all strings that visit only good states A, that is
tory, ando; & y(sj—1) forj =1,---, k. 5 . .
Fort € L(~/P), denote E={sec L(P): (Yt < 5)8(qo, t) & Quv}

Y(#t)={o € Z:itc & L(v/P)}
={oceX:tc g L(P)Voent)}
={o e Xito g L(P)} U~(¢). Py = P

By Algorithm 1, the dominant trajectories @fet(L(v/P))
are of the form and it is not difficult to prove the following.

Proposition 7:
(2(6)7 g1, E(O—l)v Ty Ok, E(S))

6This is a special case of the more general definition given in [7]. det(E)\y = Ps.

In view of Proposition 6, it is clear that
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Proof: Denote Only If: Suppose that there exists a supervigoL(P) —
B L 2% such thaty/P = P,, and definey: PL(P) — 2(39=)-
Ps =(RUY, Q= Qu dlg_a,r ®) as#(s) = y(s). Thus, we have (with the aid of Propositions 6
and and 7)
s = (X2 U{el, Q@ — O, 6lo—o,, G0)- oy iy D
P =0 Q= flo—aur ) det(E)N\g = P, = 7/P = 7/P = (i/P)\s

Then, clearlyP, is deterministic, and.(P,) = E. Therefore, \yhich in view of the definition ofE, implies that
if we can show thaf, is a process obtained by the lifting of
Ps (i.e., a lifted process oP;), then, by Proposition 6 L(fy/ﬁ) =

det(F)\sr = Ps\yw = Ps. n
N N The above theorem shows that we can translate a supervi-

To show thatP; is a lifted process oP;, we note thatPs  sory control problem of a nondeterministic system, subjected
is a subautomaton @, which, in turn, is a lifted process ofto static specifications, into a supervisory control problem
P. We further note thaP, is a subautomaton @. Therefore, under partial observation of a lifted deterministic system.
we only need to show that a path 7 visits a state inQ, if The supervisors for both systems are the same=(3). In
and only if the corresponding lifted path i visits a state the next section we shall show how the same approach can
in (. (A pathj in P is the corresponding path of in P, also be employed in the more complex setting of dynamic
if it reduces top after deletion from it of all states i) — @  specifications. Later, we shall turn to the algorithmic aspects
and all events i, This implies, in particular, that the lastof supervisor synthesis.
state ofp is in Q.)

Only If: Assume that a path = (-, ¢;—1, 04, @i, -,
oj, q;, --+) of P visits a bad statey, = ¢, € Q. The
corresponding path i® has the same form with possible In this section we again assume that the system under
insertions ofs’, ¢/, whereg’ € ¥/ andq’ € Q Q. Hence the consideration is a nondeterministic automaton
correspondlng path ifP also visitsg, € Q, C Q.

If: Consider a path i of the form(---, gi—1, o3, @i, -+, P=(ZU{eh Q6 @)
g4, G5, -+, qi) that visits a state, Q. If g € Qs, then the
projected path irP also visits the state,. If g, € Qy — Qs
theng, # ¢; and by the definition of);, the next state visited
by the path ifP must be inQ,. This bad state will be visited
also by the projected path iA. [ | H = (SU{e}, H, ¥, ho).

We can now prove the following theorem that provides the
theoretical justification for our proposed approach to contrghis nondeterministic specification automatdi is con-
of nondeterministic systems. Specifically, we shall state sycted so as to capture both the language constraints for
necessary and sufficient condition for the existence of tRe controlled system and, more subtly, the nondeterministic
supervisor. In the following theorem, observability is definegehaviors that the controlled system is allowed to retain.
for A =X UXY andX,, = ¥/, and the set of controllable we shall see later, through an example, some typical
events is(X U X'). = .. nondeterministic control considerations.

Theorem 3:For P and P given as above, there exists Qur goal is to design a supervisor(if possible) such that
a supervisory such thaty/P = P, if and only if £ is

controllable and observable with respectZi¢P). v/P =H.
Proof: By the results of [17],E is controllable and

observable with respect m(ﬁ) if and only if there exists For this to be possible, a precondition is that all the trajectories
a supervisor: pL(ﬁ) — 92Uz guch thatL(ﬁ/?S) — E, inH be physically possible in some subautomatofoff this
where P: (X U Y')* — ¥* is the projection map. Therefore,precondition is not satisfied, thesd must be modified.
the proof of the theorem reduces to showing that there existsThis is similar to the case of deterministic systems with
a supervisory such thaty/P = P, if and only if there exists language specifications, where in order for a supervistw
a supervisory such thatL(f?/ﬁ) - E. exist such thatL(v/G) = E, the precondition iy C L(G).

If: Suppose that there exists a superviéorPL(?S) —, If this precondition is not satisfied; is modified by replacing
22U such thatL(3/P) = E. Since PL(P) = L(P), and it with £ N L(G).
since (X U YY), = X., we can definey: L(P) — 2% as For nondeterministic systems, however, the situation is

V. SUPERVISORY CONTROL WITH DYNAMIC SPECIFICATIONS

but the specification of legal behavior isdgnamic specifi-
cation, given to us as another (generally nondeterministic)
automaton

v(s) = F(s). Thus we obtain much more complex. We cannot simply modify by taking
B ‘H NP since, in particular, the intersection of two processes
v/P = (7/P)\s = det(E)\sr = Ps is generally not even a process.

In this section, we will develop a procedure that will modify
where the first equality above follows from Proposition 6 an#{ correctly and, at the same time, translate the dynamic
the third equality follows from Proposition 7. specification into an equivalent static specification.
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As the first step in our procedure, we note that a trajectoryWe also note at once that
in H whose trace is not il.(P) is definitely impossible i
(or any of its subautomata). Therefore, we first reptacey Lon(P) = LOPYNLon(Fa) = L (7:[)'
H=(Su{e}, H, v, ho) := H|| det(L(P)).

Thus, the problem of synthesizing a supervisdhat max-
imizes L(/P) subject to the constraint thafy/P) C L(H)
is equivalent to synthesizing a supervisprthat maximizes
L(7/P) subject to the constraint tha(7/P) C L,,(P). This
latter problem consists of synthesizing a minimally restrictive
supervisor such that all paths®f7 are confined to the subset
of good statei_gg =Q x H,. This is clearly a supervisory
control problem with static specifications of the type discussed
in Section IV.

It is not difficult to see that{ satisfies the constraint
L(H) = L(H)NL(P) C L(P)

and retains all the relevant nondeterministic aspect¥ of
Next, we note that{ imposes both a language constraint

L(v/P) = L(H) We now turn to the more restrictive aspect of our specifi-
cation, namely to the requirement that the supervised system
and a trajectory-model constrafnt satisfy the trajectory-model specificatio? = H.
However, before addressing the technical aspects of this
~v/P = H. problem, itis in order to make a few observations regarding the

relation between the language specification and the trajectory-
To consider the language constraints imposed by the spegpdel specification.

fication, we construct the deterministic automaton The language specification admits as “legal,” every trajec-
tory of the controlled system, so long as the associated trace is
Hy = (2 H, 1/3(1 ildo) — det(L(ﬂ)) an element of the specified language. Thus, every trajectory-
- ) ) ) b ~

model 7 that satisfies the condition thdt(7) = L(H) will
Péield the same controlled system, provided only the language

which we shall employ for our language specification. To thconstraint is employed. The largest such trajectory model is

end, we extend, to an automaton ~ 7 . . .
Ha nondet(L(7)), which is obtained as the union of all trajectory

T models that share this language. Thus, we may think of the
Ha = (%, Ha, Ya, hao, Ha) language specification as a trajectory-model specification with

_ . _ respect to the trajectory modelondet(L(*)). Since this
whereHy := HyU{h,}, whereh, is a new state that we call yrajectory model is the most nondeterministic in its class, it

the bad state, andy,, is defined as is clear that the language specification does not discriminate
o o between nondeterministic aspects of system behavior. It is
@d(;% o) = {z/;d(hd, a), if T/Jd(hfz, o) is defined therefore the role of the trajectory-model specification to
hs, otherwise. delineate the nondeterministic behaviors that the controlled
plant is permitted to retain.
We immediately note thal(H,) = ¥* and L,,(Hy) = Again, in view of Proposition 8, we shall empld as our
L(Hg) = L(H). plant model. Indeed, in this model we already marked the set
Next we construct the automatdn = P||Hg, which can @, of all the “good” states such that,,(P) = L(H). It
be represented as remains now only to determine the subset of these “good”
states that consists of all states that can be reached via
P=(U{e, Q, 8, G, @g)_ paths whose associated trajectories aré{in(The trajectory

associated with a path has been defined in Section Ill.) More

We can now readily prove that the trajectory modelsPof precisely, we wish to construct frof, the automaton

and of P coincide. _ o o
Proposition 8: Pr=(EU{e}, Q, 6,70, Q)

P="P. such that a path oP,

Proof: The result is an immediate consequence of thep = (G, € B
fact that, sinceH, is deterministic andL(*,) = X*, a
trajectory ¢ is in H, if and only if it is of the form¢ =
(@, (o1, B), -+, (0%, 0)) (see Definition 5 and the discussio
preceding Lemma 1).

—i9 =1 =1 —ik
649,01, 41, "y Ok, g 67"'7(]k)

nb_elongs toQ, (in the sense that each of its states belongs to

@,) if and only if its associated trajectorty, € H. Thus,Q),

is the largest subset of states dh that can be reached by
"We shall later see that when this specification cannot be met exactly, w@ths inP;, whose aSSOC'_ated traJ.eCtones a.reHn.'Il'o thls

will be able to obtain its best approximation. end we employ the following algorithm that identifies in the
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process all paths whose associated trajectories are dominatebhe correctness of Algorithm 2 is stated in the following.
by (corresponding) trajectories of the specification

Algorithm 2 (Trajectory inclusion

Input:

e Plant automatonP = (X U {¢}, Q, 6, o, Q,)
« Specification automatort{ = (X U {e}, H, ), hy).

>

~

satisfying L(H) C (L(P)).
Output:

e Automaton:?; = (XU {e}, @, &, Gy, @,).

Preliminaries

e Represen and{ as trajectory model automata

by augmenting each state labelith its maximal
refusal setX,..

e SetM := @g.
e SetM :={).
e Set@, :=0.

e Set(Vg € Q,)R(q) :=0.

Initialize algorithm

1.

©ONDOA~WN

Iterate

10.
11.

12.
13.

14.
15.
16.
17.
18.
19.
20.
21.

End.

SetT := ¢* (go)NM. If T # ), setg := .
If T =0, go toEnd.

SetE = ¢* (iLo).
Choose a statk € E.

If X7 C X;, addh to R(7).

Removeh from E.

If £ +#0, go to 3.

If R(g) # 0, addg to Q, and to M.
Removeg from M and from7.

If T £ @, choose a statg € 17" and go to 2.

If M = go toEnd.
Choose a staige M and set
§=%,:={0c€%|g o) >0}
If S =@, removeg from M and go to 10.
Choose a symbaet € S and set
T = ¢*(6(g, 0))NM
={e"(@):7 €6(g, o)} N M,

E(qv 0) = U}leR(g){e*(w(hv 0))}
If T =@, removes from S and go to 12.
Choose a sta € T" and settl = E(g, o).
Choose a state’ € E.
If Xy C X;j,, add}’ to R(7).
Remove from E.
If £ # 0 go to 16.
If R(7') # 0, addq to Q, and toM.

Removeg’ from M and fromT and go to 14.

and

Theorem 4: For any pathp in P;, p belongs toQ, if and
only if t, € H.

Outline of Proof: We only give an outline of the proof
because its details are tedious and provide no additional
insight.

First, we note from the algorithm that a state @, if and
only if R(g) # 0.
Next, it is not difficult to prove that a state ¢ H satisfies
h € R(7) if and only if for every path
i O—kvgiv €y 6)

— (5 —2 —ig —1
p_(qm € 4oy, "6 49,01, 41,5

leading tog and belonging tay,, there exists a path i

p=(ho, & hd, -+, &, W, a1, hi, -+, Ok, hiy € -+, I)
such thattr(p) = tr(p) = o1 - ox, and

(Vn,0<n<k) Xoin © X
Hence, a path
p:(607 €, 637 cr, 6 66070—176%7 "'7O—k76i7 €, 76?)
belongs toQ, if and only if there exists a path i
ﬁ:(hov = h(2)7 Ty 6 hf)ovo—lv h%v Ty Ok, hllm €y h’ik)

such that
(\V/TL, 0<n< k) Xﬁfz” - X}AL#.

But this implies thatt, € comp(t;) C H, concluding the
proof. [ |

The above theorem shows that we can always translate a
dynamic specification into an equivalent static specification.
Next we give an example to illustrate the preceding theory.

Example 1: The proces$ in Fig. 2(a) represents, schemat-
ically, a message transmission system that sends messages
from a source (state 1) to a destination (state 7). The system
has at its disposal two terminals (represented by states 2 and
3) through which messages can be forwarded for transmission
(eventa). Two communication channels are available for mes-
sage transmission: a secure channel and a nonsecure channel.
Transmission on the secure channel is denoted by eyent
and on the nonsecure channel by eventUpon completion
of successful transmission of a message, an acknowledgment
is sent from the destination to the source (evehtthereby
permitting transmission of a new message. Three types of
messages can be sent in the system: top-secret messages that
are initially dispatched to terminal 2 (evef)t secret messages
that are also initially dispatched to terminal 2 (eveptand
nonsecret messages that are initially dispatched to terminal 3
(evente). Messages can be transferred between the terminals
prior to their transmission (everf). When a message is
forwarded for transmission (even) from terminal 2, it can
be transmitted controllably (at the discretion of the sender)
on either the secure or on the nonsecure channel. On the
other hand, when a message is forwarded from terminal 3,
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Fig. 3. Modified specification for message transmission system.

2-{a} 2-{a}

(b)

Fig. 2. A message transmission system.

the channel selection is nondeterministic, meaning that it ,g;%_ 4 7.
not under control of the sender. '

The specification for legal behavior of the transmission
System, given forma”y in F|g Z(b)’ states that top-secret It is further noteworthy that for the statement of the speci-
messages must be sent only on the secure channel, that séi§ion (expressed by the automatef), there is no need to
messages can be sent controllably (that is, with control at thave a detailed model of the process. Thatligl{) need not
disposal of the sender) on either charfhehile no restriction Pe, and in this example is not, a sublanguage.@P).
is imposed on the channel selection for the transmission of\We proceed now with the analysis of our specification prob-
nonsecret messages. More specifically, the specification std@®8. First, we begin by constructing the modified specification
that if d has occurred, then following the occurrenceqgf automaton
the eventf (and only f) must be possible next. Similarly, N
if ¢ has occurred, then following the occurrence «gfboth H = H|| det(L(P))

f and g must be deterministically possible. In contrasteif which together withdet(L(7)) is shown in Fig. 3.
has occurred, then after, either f or g can follow, but the  \aoyt we construct the modified proceBs= P||H,4. The
choice is permitted to be nondeterministic. That is, there is 'E)?ocess?fld is given in Fig. 4 and the proces® is shown

insistence that the channel_ selection be controllable. _in trajectory-model form, along with the trajectory-model
It is noteworthy that the difference between the Spec'f'cat'(?@presentation o, in Fig. 5

for secret and nonsecret messages is not a Ia_ngua_ge differencepe reader will note that the state marked by an unfilled
Indeed_, the same event sequences are permltte_d in both casese in7 (which is reached by the stringj*ag) is an illegal
'I;]here 'S, hOWGVG(;, ? beha_ll\lngral dlffer_ené:e thlalt is captured Qe pecause it violates the language restriction imposed by
the trajectory model as will be seen in detail later. the specificatiort. B

We shall see in the next section that if we UBewith this

8This allows for the possibility of implementing an additional supervisoi';1S the. Only '”egal Stat_e' an optlmal (mm'maHY reSt_“Ctlve)
to perform the channel selection. supervisor can be obtained that guarantees satisfaction of the
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{abcdegh}

{cdefeh) {abcdeth} {abcdefg)

{cdefgh}

cdefgh) {cdefgh}

{abcdefh}

%}))\\

@ for every trajectory model satisfying L(R) = L(H), it
follows thatPNH, = PN, so that for every pathin P, the
associated trajectoy, is in H, if and only if it is in H,. This
is true, in particular, if{, = nondet(L(H;)), which is simply
the language specificatiadin Thus, in the case of deterministic
systems, there is nothing to be gained by trajectory specifica-
tions beyond what can be specified and achieved by language
specifications. The Ramadge—Wonham framework, which has
been studied extensively in the literature, is complete and all
that is needed in this case.

Nondeterministic Systems with Language Specifications:
We have already seen earlier that the language restriction

Fig. 6. AutomatonP with static specification.

{cdefgh}

{abcdegh}
N /\

{cdefgh}

{cdefgh}

{abedeh} .\/ (abedefg) . . cpe . .
imposed by a trajectory-model specification is embedded as a
& component in the translation process to the equivalent static
(b) specification framework and can be isolated as a separate
Fig. 5. Trajectory models of plant and specification. supervisor synthesis problem (that satisfies only the language

restriction). This will be demonstrated for our example in

. . . the next section. A further noteworthy observation is that
language rg;tncpon |mposed.w. To. tha}ln the trajectory & ; s o language specification, themndet(L) is the
model specification as a static specification, we employ Al i alent trajectory-model specification. Thatiispdet(L)
g?gmgm 2 to’P and . The resulting automaton is shown inyg 5 trajectory-model specification, yields precisely the same

) . result asL as a language specification.
In this automaton, two types of illegal states appear: StateS1-|owever, if we are only concerned with language specifi-

that violate the language constraints of the specificati@&tions’ we can proceed directly along a different and much
(marked by an unfilled circle) and states that violate th§?mpler path.

specification’s trajectory-model constraints (marked by anye begin by lifting to 7 and then letting
encircled bullet). .

The nondeterministic supervisory control problem with E = L(P)n P~'L(H).
trajectory-model specification can now be stated in thfyg sypervisor synthesizing will satisfy the language spec-
following static framework: construct a supervisor (minimallyication. To show this, let us use the following.
restrictive, if possible) such that no illegal state is ever visited. | amma 2: Given two languagest C ¥* and B C (X U

In the next section we pursue this example further to obtaﬁr)*. If A C PB, then
the optimal supervisors and supervised plants. . 1) P(BNP~l4) = A;

We conclude this section with a discussion and elaborationi) B '
regarding some interesting special cases.

Deterministic SystemskFirst, let us consider the special
case where the proce$B is deterministic. Suppose there
are two specificationg?; and H», such thatf; C H, and
L = L(H,) = L(H,) C L(P). SinceR = det(L(R)) C H L(y/P)=E

N P~ A is normal with respect t@.

Proof: The proof is elementary. [ |
Now we can prove the following.
Theorem 5: If the supervisory synthesizes, that is, if
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then we allow P to visit as many good states as possible without
violating the specification. The supervised system obtained this
L{v/P) = L(H). way is described by the largest possible legal subautomaton

Proof: of P. Since a larger subautomaton Bf projects to a larger
N subautomaton ofP, the supervisor thus synthesized gener-
L(v/P) = PL(~/P) ates the largest possible legal subautomatoPpfand the
=PE corresponding supervisor is thus minimally restrictive.
:P(L(?S) N P~1L(H)) Our first design procedure is given by the following.

Algorithm 3 (Off-Line Synthesis):
1) ExtendP — P).
The last equality is the consequence of Lemma 2 and the fac®) SupCN(P — Pp.).
that L(H) C L(P) = PL(75). ™ 3) Design a supervisor off-line.
As shown in [18], since is normal,F is controllable with In Algorithm 3, Step 1) lifts’P to P as described ear-

respect taL(P) if and only if PE is controllable with respect lier. Step 2) calculates the supremal controllable and normal

to PL(P) = L(P). Therefore, we have the following. sublanguage off. A formula for calculating the supremal
Corollary 1: For a nondeterministic systef® and a lan- controllable and normal sublanguagep CA/(F) is given

guage specificatiorL.(#), there exists a superviser such in [1]. We note that since ifP, all controllable events are

that L(v/P) = L(H), if and only if L() is controllable with observable . C 3 = 3,), controllability and observability

= L(H).

respect taL(P). m of a language is equivalent to controllability and normality of
This corollary leads naturally to the results of [26], wheréhat language. Step 3) designs a supervisor off-line in the usual
only language specifications are consideted. way [17]. Therefore, we can easily prove the following.
Proposition 9: Let +; be the supervisor synthesized by
VI. SUPERVISOR SYNTHESIS Algorithm 3. Then
In Section IV we have shown how a supervisor can be L(y1/P) = sup CN(E).

synthesized for a nondeterministic system with static spec- .

ifications using the lifting procedure Extend, in case the . .

legal language? is controllable and observable. In Section V Therg IS another appro.ach that can.be useq for_superwsor

we have shown that the supervisory control problem for nt_he5|s, that is to design a supervisor on-Ilne_lnstead of

nondeterministic system with dynamic specifications can 5 “line. The advantage_ of_the_ on-line ‘approach is that the

translated to an equivalent problem with static specificationg(.)mlou.tatlonal complexity is linear at each step of event
When the controllability and observability conditions argxecutpn [8]. . .

not satisfied for the languag®, then no supervisor exists Algorithm Ai(On-I:me Synthesis):

that achieves the exact specification. In the present sectiort) Extendf — 7).

we focus our attention on obtaining the best approximation 2) Sup_C(P — Pe). ) }

of the optimal supervisor; that is, we shall show how we can3) Design a supervisor on-line.

synthesize the minimally restrictive supervisor that confines Step 1) is same as that of Algorithm 3. Step 2 calculates the

the supervised systems to its subset of good states. supremal controllable sublanguage of the legal langugige
We shall assume that the problem is already formulatddnis can be done with linear complexity for a closed language

as one with static specifications. That is, we assume that theAll that needs to be done is to successively delete the states

system and specification are described by from which @, can be reached via strings of uncontrollable

O transitions
P=(xU{e, Q6 ¢, Q)

where@), is the set of bad states that must be avoitfed.
First we lift 7 to 7 using the procedure Extend and deffie
as in Section IV. IfE is not controllable and observable with Qc={G€Q: (Vue X )o(G u) & Qv}.

respect td.(P), then we will find the largest sublanguagefof

that is controllable and observable and synthesize a supervishSteP 3), we design a supervisor on-line using the results
based on that language. of [8]. The resulting supervisor will generate the supremal

As we will show, this largest sublanguage always eXisﬁgntrollable and normal sublanguage Bfand hence allows

and is the supremal controllable and normal sublanguage '8¢ System to visit as many legal states as possible. As shown

E. By synthesizing a supervisor based on this sublanguagrsa,[%] the complexity at each step of event execution is linear

9In [26], the system model has been allowed to include also “driven” as well The correctness of the above algorithm can be eas”y proved
as unobservable events. Thus, our corollary relates only to their case where

driven and unobservable events are absent. The case where unobser\?agg is summarized in the following.

events are present in the model is discussed for general trajectory-modeli\gte that the trajectory model of the supervised system thus synthesized

specifications in [9]. is not, in general, a subset @., the trajectory model of the specification.
10The reader will note that in Section VI the subggt of marked states This is because, in general, the trajectory model of a subautomaton is not a

consisted of the good states so that = Q — @, . subset of the trajectory model of the larger automaton.

75c = (E U 2/7 ch 5|Q67 (Jo)

where
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Proposition 10: Let v, be the supervisor synthesized by  Proof: Let v; and~s be the supervisors obtained from
Algorithm 4. Then Algorithms 3 and 5, respectively. In view of Theorem 6, it

. suffices to prove that
L(72/P) = sup CN(E).

. . . . ’Yl/P = 73/7).
The supervisors thus obtained are “optimal” in the sense
that they are minimally restrictive, as stated below. By Proposition 9
Theorem 6: The supervisors designed using Algorithms 3 _
and 4 are minimally restrictive and allow the supervised L(vi/P) = P sup CN(E).

system to visit as many legal states as possible. By a formula in [1]
Proof: By Propositions 9 and 10, the supervisors gener-

ate the supremal controllable and normal sublanguagg,of sup CN(E) = L(ﬁ) N P~ sup Cp(P sup N(E))

sup CN(E). Since all the unobservable evedisare artificial -

and hence uncontrollable, by Proposition 1, controllability anghereC;, denotes controllability with respect (7). There-

normality is equivalent to controllability and observabilityfore, by Lemma 2

Therefore, the supremal controllable and normal sublanguage _

of E is also the supremal controllable and observable sublan- L{m1/P) = sup Cr(P sup N(E)).

guage ofFE. Hence the supervisors generate the largest Iegfdain, by another formula in [1]

sublanguage of and are minimally restrictive. [ |
By the above theorem, the supervised (nondeterministic)  sup NV(E) = E — P7*P(L(P) — E)(X U X')*.

systemsy; /P andv»/P are the same and are described by

the |arge3t possib|e subautomaton7af Now, it is clear that Step 1) of Algorithm 5 computes
In view of the waysup CA” is calculated [1], we can £ sup M(E), and Step 2) of Algorithm 5 computesp C,

modify Algorithm 3 by directly converting® to a deterministic (£ sup NV'(£)). Hence

automator® without adding the unobservable evelYs This — —

leads to the following direct approach. L(v/P) = L(vs/P)
Algorithm 5 (Direct Synthesis): which implies
1) ConvertP — 7). - -
2) SupC(P — P.). /P =3/P.

3) Design a supervisor off-line. .

Remark: The theory of the present paper was developed
Ahder the assumption that the system under consideration
is nondivergent. However, the nondivergence assumption is
not essential for our theory and was made here primarily
to render the paper more accessible to the reader, since the

[ |

Procedure Convert, that converts the nondeterministic
tomaton? into a deterministic oné, is standard [12]. Each
state in? is now a subset of states 2. We call such a state
“pad” if it includes a bad state oP

D= Ace(3, Q’ 57 Go, Qb) analysis of divergent systems is much more complicated. The
reader can consult [7] for details regarding trajectory models of
where systems with divergence. Finally, although the assumption of
A o nondivergence is very reasonable in most practical cases, the
. Q=2 algorithmic framework presented in the present paper is valid
8(g,0) ={¢ € Q: (Fq € §)¢ € € (5(¢, 7))} for systems with divergence (i.e., automata witbycles) as
Go={¢ € Q: ¢ € ()} well. [ |

A . A, We conclude this section with a continuation of Example 1.
@ ={g€Q:qNQ # 0} Example 1—ContinuedIn Fig. 6 we have given the au-
Step 2) Computes the Suprema] controllable Sub|anguage tomaton with static SpeCiﬁcationS deplctlng both the con-
. o straints imposed by the language Hf (the only illegal state
Pe= (%, Qc, 05,5 do) being the unfilled circle) and the constraints imposedHy

as a trajectory specification (the illegal states being the ones

where marked by unfilled circles or encircled bullets).
Qc ={je Q (Vue EZC)S(@ ) ¢ Qb}. When applying the procedure Extend to the automa®on
we obtain the automatof® shown in Fig. 7.
Step 3) then designs a supervisor based’pn When any of the above synthesis methods is used with

We will show that the resulting supervised systems usirigspect to the language specification7f(that is, the state
Algorithms 3 and 5 are the same as far as string&inare marked by unfilled circles being the only illegal state), the

concerned. supervisory is obtained as

Theorem 7: The supervisor designed using Algorithm 5 is )
minimally restrictive and allows the supervised system to visit +(s) = { {g}, if s= db*a
as many legal states as possible. 0, otherwise.
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Fig. 8. Controlled system for language specification.

Here and below we assume that all events, ¢, d, ¢, f, g, h

Fig. 9. Controlled system for trajectory specification.

Therefore, it permits the possible occurrence of deadlock after
d(bb)*ba.1?

The reader will note that with the trajectory specification,
the supervisor distinguishes between rather subtle differences
in requirements for the three types of messages. Specifically,
deadlock no longer occurs following the transmission of top-
secret messages because the supervisor disables transmission
of these messages altogether from terminal 3 (disablement of
following db(bb)*). The supervisor also distinguishes between
secret and nonsecret messages. It disables transmission of
secret messages from terminal 3 while imposing no restrictions
on transmission of nonsecret messages. It should also be
noted that the restriction imposed on secret messages does not
curtail the generated language. Rather, it restricts the degree
of permitted nondeterminism in the controlled system. m

VII. CONCLUSION

We studied the supervisory control for nondeterministic
DES'’s subject to both language and trajectory-model specifi-
cations. We have shown that there is a close relation between

are controllable. The controlled system will then be obtaindfe Problem of control of a nondeterministic system and

as the automaton shown in Fig. 8.
For the trajectory specification of the supervisor is
obtained as

{a}, if s =cb(bb)*

) {a}, if s =db(bb)*

1) =9 (g1, :f s = d(bb)*a
@, otherwise

and the controlled system is obtained as in Fig. 9.

the problem of control under partial observation of related
deterministic system that can be derived from the original
process and specification. Thus, our approach was to translate
the given supervisory control problem into an equivalent
problem for partial observation systems. In view of this
relation, we developed a uniform theory for both deterministic
and nondeterministic systems that enables the application of
known results regarding control of partial observation systems
to the control of nondeterministic systems as well. This is
true especially with respect to supervisor synthesis methods
that are difficult to develop directly in the nondeterministic

The only restriction that the language specification imposg§tting. However, before this translation can be carried out,
is the prevention of the evenmtfrom occurring after a string the subtle differences between language specifications and
that includes a recent That is, it prevents top-secret messagd§ajectory specifications (unique to nondeterministic systems)
from being sent Via the nonsecure Channe'_ The reader vhﬁ.d to be handled Carefu"y. We demonstrated the Subtleties Of
note, however, that the (language) specification as discussedNonbloc:king supervisory control of nondeterministic systems is investi-
here does not concern itself with the issue of deadlodkated in detail in [9].
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trajectory-model specifications by an example and developgd]
an algorithm for incorporating the trajectory-model specifica-

tion. Finally, while our theory was developed via a lifting;p4
procedure, we have shown that the actual synthesis of a
supervisor can be carried out with or without lifting. 5
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