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Masked Prioritized Synchronization for Interaction
and Control of Discrete Event Systems

Ratnesh Kumar and Michael Heymann

Abstract—This paper extends the formalism of prioritized = signs state-dependent event priority sets, thereby generalizing
synchronous composition (PSC), proposed by Heymann for the notion of PSC. However, when applied to supervisory con-
modeling interaction (and control) of discrete event systems, 10 4 the event control functions are taken to be constant, thus

permit system interaction with their environment via interface . . .
masks. This leads to the notion of masked prioritized synchronous becoming equivalent to PSC. It should be noted that in the PSC

composition (MPSC), which we formally define. MPSC can be formalism each system is associated with an event priority set,
used to model interaction of systems at single as well as multiple and the events that belong to that set are determined by the appli-
interfaces. We show that MPSC can alternatively be computed by cation. For example, in the context of supervisory control, this

“unmasking” the PSC of “masked” systems, thereby establishing ; ; i Sahili
a link between MPSC and PSC. We next prove that MPSC is is determined by the controllability/drivability property of the
events as explained below.

associative and thus suitable for modeling and analysis of super- . ) )
visory control of discrete event systems. Finally, we use MPSC  The formalism of PSC models the interaction between

of a discrete event plant and a supervisor for controlling the discrete event plants and supervisors quite effectively when
plant behavior and show (constructively) that under the absence gl the events are completely observable at their interface, the
of *driven” events, controllability together with normality of — nhaeq to ensure that interacting systems are control compatible
the given specification serve as conditions for the existence of a . - . . .
supervisor. This extends the results on supervisory control, which [16], [_17] is eliminated. In this setting, the priority set of the
permits control and observation masks to be associated with the plantincludes the events that are uncontrollable (such as sensor
plant only. and failure events) and controllable (such as actuator events),
Index Terms—Controllability, discrete event system, masked Whereas that of the supervisor includes the events that are
prioritized synchronization, normality, supervisory control. controllable anddriven (such as command and control-policy
switch events). Thus the controllable events are in the priority
sets of both the plant and supervisor and can be blocked
by either of them, whereas the uncontrollable (respectively,
UPERVISORY control of discrete event systems (DESs)riven) events can only be blocked by the plant (respectively,
as been studied using prioritized synchronous compositpervisor).
tion (PSC) [4] in [5], [15], [10]-[12], [1], [3]. In PSC, each In many situations, systems interact via interfaces. For ex-
system component possesses an event priority set specifyangple, in an elevator system, when a user requests an elevator,
the set of events whose execution in the environment requiege of the elevators responds to the request. An internal logic
its participation. Thus, when many systems are interacting, dacides which elevator should respond, but this information is
event can occur if and only if all the systems having prioritynasked from the user. Similarly, in a pumping station consisting
over the event can actively participate. In this case, the evarftseveral pumps, a command to start a pump may be nonspe-
occurs synchronously in all such systems; otherwise the eveiiic, and the decision of which pump to start may be resolved by
is “blocked” from occurring. The systems that do not have pran internal logic that is masked from the agent issuing the com-
ority over the event will also participate in the event executiomand. These examples illustrate that certain events of the system
if they can, which is known alsroadcast synchronizatiomgth- may be masked at the system interface fronttwrol perspec-
erwise the event takes place without the participation of sutitie. Similarly, events may also be masked fromabservation
systems. Thus the systems with no priority over an event canpetrspective. For example, different kinds of failure events may
block its execution. Thevent control functiorof Inan [7] as- be reported to the environment as the same type of failure; thus
masking the difference between the failure events from the envi-
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An effort to generalize PSC in such a direction was firgesult is constructive and provides a way to compute a super-
presented in [16] and [17], and the generalization was callgtdor whenever one exists. These results extend the existing re-
masked compositiofMC). In MC, each system was associatedults on supervisory control that permits control masks (limited
with two types of mask functions: a control mask that identifietb projection type) and observation masks to be associated with
events “from the control perspective” and an observation masie plant only. We illustrate our design via a simple example. In
that identified events “from the observation perspective.” Mogbarticular, this example shows the effect of having masks asso-
eling the interaction of systems in this formalism is difficultiated also with the supervisor, and of having general nonpro-

owing to its complexity. jection-type control mask associated with the plant.
In this paper, we introduce an intuitive generalization of PSC,
which we call masked prioritized synchronous composition Il. NOTATION AND PRELIMINARIES

(MPSC). MPSC retains the basic concept of PSC in that eachgiyen an event set, we letS* denote the set of all finite-

system has its own event priority set, i.e., the set of evenghgth sequences of events frain calledtraces including the
in which it must participate in order for them to occur in thgrace of zero length, denotedFor an event seE, we use; to
composition (equivalently, the set of events it can block by ngknotex U {e}. A subset of* is called danguage Given trace
participating). The new concept that we add here to generalize: y* we let|s| denote its length. For a language C ¥+,
PSC is that each system is allowed to interact with its enviromepreﬁx closureof H, denotegyr(H), is the set of all prefixes
ment via interfaces that are modeled as event mask functiogsiraces fromd. H is calledprefix closedf H = pr(H).
(The masks are similar in spirit to the masks introduced in [2] Nondeterministic state machines (NSMs) are used to
and [13] but were restricted there to the observation processiddel discrete event systems. An NSHl is a five-tuple
Event mask functions as presented here constitute “state”.= (Xp, Yp, 6p, 2%, X), whereXp is its set of states,
interfaces, in that they mask the events independently of thg, is its set of eventsip: Xp x (Zp U {¢}) — 2%F isits
system evolution history. It is possible to consider more genetednsition functionz), € X p is its initial state, and{* C Xp
“dynamic,” trace-dependent event masks such as the “repoﬁ@rits set of marked, or final, states. For any set of states
maps” in the work on hierarchical supervisory control [19]X C X, and set of event® C X p, the notationsp(X, )
[18]. That, however, we do not explore in this paper. is used to denot¢), ¢ U,cx dp(z, o). P is called deter-
Since a system may have multiple interfaces, the mask fumginistic if |6, (z, 0)| < 1forallz € Xp ando € Xp, and
tions are unique not to the system but rather to the particuldr(z, ¢)| = 0. Atriple (z, 0, ') € Xp x (Xp U {¢}) x Xp
interface of the system. When two or more systems interactigtcalled atransition if ' € 6p(z, 0); If 0 = ¢, the
a common interface, they use their respective mask functiongf@nsition is called silent or ae-transition. Given an inter-
map their respective “internal” events to the “external” or inteface maskiM: Xp — X U {¢} from the internal events
face events. Since internal events of a system that are maske¥ito to external interface event&l, the “masked” NSM
a common external event interact with the environment indid? (P) := (Xp, 2, d1(p), 2, X7) is obtained by replacing
tinguishably, there is no loss in assuming that a mask functiach transition(z, o, z') € Xp x Xp x Xp of P by the
respect the priority partition of the events, i.e., two events c#@nsition(z, M(c), ). The interface mask/p is extended
be masked to a common external event if and only if they af@ be defined over traces i}, as follows:
either both or none in the priority set of the system. .
Below, we formally defirF:e mgsked prioritiged synchronizaMP(e) =6 Vs€Xp, o€p: Mp(so) i= Mp(s)Mp(o).
tion of discrete event systems modeled by nondeterministic statgor » ¢ Xp, the ¢ closureof z, denotede®,(x), is the set
machines. MPSC can be used to model the interaction of sy$states reached by the execution of zero or meetransitions

tems at multiple interfaces. We show that the MPSC of syfom the stater and is defined recursively as follows:
tems can alternatively be computed by “unmasking” the PSC

of suitably “masked” systems, thereby establishing a link be- 2 € ep(x); 2’ € ep(x) = 6p(a’, €) C ep(a).
tween MPSC and PSC. We prove that when systems are ch

nected at a common interface, their MPSC satisfies the de&E—e e-clp§ure map can also be used to extend the deflnltlpn
of transition function from events to traces. Thus we obtain

able property_ of assomatlw_ty, showmg_that MI_DSC prowdeséaﬂ Xp x 55, — 2X¢, which is defined inductively as fol-
useful formalism for modeling system interaction. Finally, WE s
study the problem of MPSC-based control of a discrete even¥v '

plant with priority set being the entire event set. The plantinter- v . ¢ X [66(x, €) = eh(z); Vse Xk,

acts via MPSC with a supervisor, modeled as a deterministic o € Np: §5(x, 50) = &5 (6p(65(x, 5), 0))]
state machine, for which the event priority set and the inter- PeopAs PATPASPAS: 2

face mask are given. Under the assumption that the set of drivelfere for anyX C Xp, 5,,()2’ o) = Umef( §p(z, o). Using
events is empty, we show that there exists a supervisor so ¢ extended transition function, tgeneratecand themarked
the behavior of the MPSC of the plant and the supervisor prianguages of”, denoted, respectively, 4 ) andLL,,,(P), are
jected onto the event set of the plant equals a specification lalefined as

guage if and only if the specification language is controllable

and normal. (The more general case of nonempty driven events L(P) = {s € ¥p|6p(ap, 5) # 0} ;

set is reported in a recent paper [8].) The proof of this existence Lin(P):= {s € Xp|6p(zh, s)N X #0}.
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When two system#’ and(? interact via prioritized synchro- Interface event set, T
nization, their interface events are the same as their own intern:
events since in PSC the interface masks of dédnd(} are the System, P Mask, M, Mask, M 4 System, Q
identity function, i.e.Xp = Xg := X. Letting A, B C % Event set, %, ‘ Event set, T
denote the event priority sets & and @ respectively, their
PSC, denotedP 4| 5@, is the NSM defined ad4||z@Q = . _ _
(X, ¥, 6, x07 Xrn)’ whereX = Xp x XQ, 20 .— (x%, on)’ Fig. 1. P andQ interacting at a common interface.

X™ = Xp x X7y, and the transition functiof: X x (¥ U
{e}) — 2% is defined as follows:

Interface event set, Z,

Vo=(zp, z,) € X,0€L: Mask, M, Mask, M o,
( 6P(xpv O’) X (5@(]}(1, O’) if 6P(xpv O’) 7& 0,
6Q(xq’ O—) # @ SyStem’ .
51’(3717, a) « {xq} if 51’(3717, a) # 0, Event set, %, Event set, X,
8z, o) = 6(xq, 0)=0,0¢ B Mask, M >N Mask, M o
{zp} X 6g(2q, 0) if 6q(zq, o) # 0,
bp(ap, 0)=0,0 ¢ A Interface event set, T,
\ otherwise . . . _
5(% c) = [5P($p’ c) ~ {a:q}] U [{a:p} ~ 6@(37,1, c)] Fig. 2. P and@ interacting at two interfaces.
The event priority set of” 4|| 5@ is given byA U B. and their event priority sets are C %2 andB C ¥, respec-

Thus, if an event is executable in both systems, then it ogyely. The systems interact at a common interface consisting of
curs synchronously with the participation of both the systemge interface (or “external”’) events;. The interface mask of
Otherwise if it is executable in only one of the systems, and thes given by Mp: $p — X; U {¢}, and that ofQ is given
other system cannot block it (it is not in the event priority set q{y Mg: o — ;U {e}. The composed system is denoted by

the other system), then it occurs without the participation of ﬂpﬂBQ where the two interface masks» and M, are not
other system. Finally, the composition can exeedi@nsitions - g, jicitly included in the notation (to keep the notation simple).

asynchronously. In the special case when the event priority Setpe interface masks respect the event priority-partition con-
of both systems are the entire event Betthen in their com- sistency condition, that is

position each event can only occur synchronously, resulting in
the reduction of the PSC to the strict synchronous composition Vo, o’ € Yp: [Mp(o) = Mp(o') # ]
(SSC). / /
. . . = AlvV Al

We recall the conditions of controllability and normality of [, 0" € Al V[, o £ A]
discrete event systems, which we shall need later. Given an evgiiimilar condition is satisfied by the interface makk;,. In-
setX, a prefix-closed languag C 1", asetofeventS C %,  terface masks that respect the event priority-partition consis-
and a mask functiod/ defined over., a languaget’ C H is  tency condition are callegriority consistent masksf we de-

said to be(H, ¥2)-controllable[14] if fine Mp(A) = Mp(A) — {e} andMo(B) = Mqy(B) —
pr(K)i N H C pr(K) {e}, then the priority consistency conditions can be rewritten as
B Mp*Mp(A) C AandM; Mo(B) C B.
and is said to béH, M )-normal[13] if Remark 1: The formalism of MPSC is also applicable to sys-

tems interacting at multiple interfaces. For example, in Fig’ 2,
andq interact at a pair of interfaces. The interface mask &ér

We further recall that controllability (respectively, normalityfhe two interfaces ar#/p,: Xp — X5 andMpy: Xp — Xp2,
is preserved under language union. Consequently, the suprefgpectively, and similarly those & are Mq:: Lo — Xn
controllable (respectively, the supremal normal) sublanguagedtd Mq2: g — X2, respectively. This scenario where
a given language exists. Similarly, controllability (respectivel@nd@ interact at two interfaces can be transformed into the one
normality) of prefix-closed languages is preserved under lawhere they interact at a single interface through magksand
guage intersection, whence the infimal prefix-closed and cofdq, respectively, defined as follows:
trollable (respectively, the infimal prefix-closed and normal) su- -
perlanguage of any given language exists. Mp:Yp =X XX

Mp(O’) = (Mpl(O'), Mpg(O’)) Vo € Xp
MQ: EQ —>S[1 X i[g

In this sgction, we.formallize the nption of MPSC of two sys- Mg(o) = (M (o), Mea(o)) Vo € X

tems as discussed in the introduction. Two systems, modeled
as NSMsP and @, are connected as shown in Fig. 2.and Example 1: Consider a pumping statid consisting of two
() evolve over their “internal” events p andX, respectively, identical pumpsP; and P and a synchronizeR? sharing a

M~M (pr(K)) N H C pr(K).

I1l. M ASKED PRIORITIZED SYNCHRONIZATION
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Pumping Station, G

Controlling Station, S

Interface

|

Interface

Id = Identity mask function

.

Fig. 3. Interacting pumping and controlling stations.

common interface, as shown in Fig. 3. (In all our examples, := Xp x Tg, 2° := (2%, 23), X™ = X} x X, and
we assume that all states are marked and omit indicating theX x (X U {¢}) — 2%, is defined as follows:

markings from the figures.) The event set of puigonsists of

{a;, b;, fi, r; }, representing start, stop, fail, and repair, respec- Vo= (zp, 2q) €X, 0=(0p,04) €XpxXqg:
tively, and that of the synchronizer consists{ef;, a2 }. The

synchronizer assures that the two pumps are started alternatélglf’ o) = )

and the first pump is started initially. The priority set of pump Sp(ap, op) X bqlag, aq), I Mp(a,) = Mo(oy) # ¢

¢ consists of{a;, b;, f;}, and that of the synchronizer consists 6p(ap, op)
of {a1, as}. Also, the three systems interact with each other via bq(xq, 0q) # 0
the identity interface mask. So the MPSC of the three systemsiis| ¢, otherwise

equivalent to their PSC and can be obtained using the definition -
of PSC. The event priority set of the pumping statiis given (, (o7, ) = .
by the union of the event priority sets of its three subsystems. [ bp(p, op) X {2q}, i ép(2p, 0p) # 0, and

The pumping statiod interacts with a controlling statiofi [[Mp(op) = €]
at a different interface and offers a start and a stop button and & Vb (g, MQ_IMP(O'])))
fail indicator at this interface. The controlling station can start MélMP(Jp) N B =0]]

(eventa), stop (evenb), or issue a repair command (event
whenever a fail (evenf) is indicated. The priority set of the
controlling station consists dfz, b, »}, and its interface mask 6 (x, (¢, o)) :=

L 0, otherwise

is the identity function. The interface mask; of the pumping {zp} x bg(xq, 0g), if bg(xg, of) # 0, and
station identifies:;s toa, ;S tob, f;s to f, andr;s tor, at the ([Mg(oy) =€
interface with the controlling station. Clearly/; is priority V[Sp(zp, MptMg(oy))
consistent. Since;s andb;s are priority events of7 and are -

; ; priority MptMg(o,)n A =0

masked tos andb, respectively, which are priority events of

S, a;s andb;s are controllable events. However, they are only 0,
nonuniguely controllable since boths (respectivelyp;s) are
enabled inG? whena (respectivelyp) is enabled inS. On the 6(x, €) := [6p(@p, €) X {zg}] U [{zp} % bg(zq, €)].
other hand,f;s are uncontrollable events since they are in t
priority set of G and are masked t@, which is a nonpriority

otherwise

hﬁwe event priority set oP 4| 5@ is given by

event_of_S. Similarly, r;s are the driven even_ts s_ince t_he_y are AP B = [A % EQ] U [ip % B] )
nonpriority events of7 and are masked tq which is a priority
event ofS. Intuitively, P and@ interact by either 1) executing synchro-

Definition 1: Consider systemg’ and (@ interacting at a nously events, ands,, respectively, whenever these are exe-
common interface with events;, as shown in Fig. 1, their cutable in the respective states and are masked to a common in-
respective event priority setd and B, and their respective terface event that is observable at the interface, or 2) executing
priority consistent interface mask®p and M. Then the individual events (without participation of the other system)
masked prioritized compositionf P and @ is given by whenever either the event is unobservable at the interface or
PAlsQ = (X, 3,6 2% X™), where X := Xp x Xg, no eventof the other system that has the same observation as
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3) V(z, (6, 04), #') € X x ({e} x ) x X, replace it by
(-7;7 MQ(aq)v .T/).

a”b N e’s/f \§ Thus the behavior observed at the interface consists of only the
@ @ @ external event&:;.
b : Similarly, the behavior of the MPSC df and @ projected

to the events of’, denoted(P4|5@Q) T Xp, is obtained by
“erasing” eachXp-event label from all transitions P 4| 5 Q
as follows:

Y (z, (0p, 0,), ') €X x (Ep x Tg) x X,
replace it by(z, o, 2’).

It is easily seen that the generated (respectively, marked) lan-
guage of P4 s@) T X p is contained in the generated (respec-
tively, marked) language d@f. Thus MPSC ofP with @ restricts
the behavior ofP. This fact can be used to employ MPSC as a
mechanism of control.

() Example 3: The MPSC of the pumping statiof and the
controlling stationS of Example 1 is shown in Fig. 5. In each
state label of the composition, the first index denotes the state of
the synchronizer, the second that of the pump 1, the third that of

the former event is executable at the current state, and the e¥ABtpump 2, and the fourth that of the controlling station. Each

cannot be blocked by the other system (in the sense of PSC).tfghsition is labeled by a pair of symbols—the first (respectively,

e-transition can, of course, occur asynchronously in the compgscond) is the event label of the corresponding transitiaé in
sition. Note that ifP and havern andn states, respectively, (respectively,s).

then the number of states in their MPSQlémn), and hence | the initial state (1111)¢, is enabled inR and P;, a» in

there can bé&(mn) transitions defined at each state. P,,anda in S. Sincea; is in the priority set of? andP; and is
Example 2: Consider the state machinésand@ shown in - masked tas, which is in the priority set of, a; synchronizes
Fig. 4(a) and (b). We havEp = {a, b, ¢}, Xq = {e, f, 9}, with a, causing a transition to the state (2212). On the other
A = {a, b}, andB = {e, f}. Also, Mp(a) = Mp(b) = hand, sinces is in the priority set ofR also, which refuses it in
Mq(e) = Mqo(f) # & Mp(c) = ¢, andMqg(g) = g. The jisinitial state g, is initially blocked in the composition. Similar
masked prioritized compositioR 4| 5@ is shown in Fig. 4(C). analysis can be used to derive the entire NSM of the composed
The transitions labeled, ¢), (b, f), (a, ¢), (a, f) are as in gsystem as depicted in Fig. 5.
the first case of Definition 1, those labeled ¢), (b, ¢)areasin ~ Nextwe show that the MPSC of two systems can alternatively
the second case of the definition, that labeledy) is as in the pe gbtained by first “masking” the individual systems, next com-
third case of the definition, and that labelet$ as in the fourth puting their PSC, and finally relabeling the transitions by “un-
case of the definition. masking” them as described in the following algorithm.
Remark 2:Note that in the second clause of Def- algorithm 1: Consider system# and @ interacting at a

Fig. 4. lllustration of MPSC.

inition 1, M5*Mp(op) N B = 0 if and only if common interface with events;, as shown in Fig. 1, their
Mg Mp(oy) N Mg'Mg(B) = 0. A similar statement respective event priority setd and B, and their respective
applies to the third clause. So it follows that priority consistent interface mask& and Mg. Then their
MPSC P,4p@Q = (X, X, 6, 2% X™) can be obtained as
PalpQ = PJ\4;11\4P(A)[|J\4511\4Q(B)Q @) follows.
and hence there is no loss of generality in requiring that 1) Compute the “masked” NSM&/(P) and Mq(@) and
the masks be priority consistent. [If the masks are not pri- ~ Masked event priority sef¥l p(A) := Mp(A) — {e} C

ority consistent, then the priority sets can be redefined as Xy andMq(B) == Mq(B) —{c} € Xr.
A = M7*Mp(A) andB := M5*Mq(B) so that the MPSC ~ 2) Compute the PS®1p(Pz; .y lsz, ) Ma(@Q)-
remains unaltered but the masks become priority consistent.] 3) Replace each transitionMp(P)y7 . 4y ll37, 5 Me(Q)

The “external” behavior of the MPSC &f and( observed at to obtain NSME as follows:
the interface, called therojection of P 4| 5@ on>>; and denoted a) V ((zp, 3q), 0, (7, 7)) € X x Xy x X, replace
(P4]s@) T Xy, is obtained by replacing transitions Bf; | 5 it by the set of transitions
as follows: i) ((xpa xq)a (apv 0,1), (37}’ 3711) € X x
1) V(z, (0p, 0q), ¥') € X x (Ep x Xg) x X, replace it by (ZpxXq)x X if x), € 6p(xy, 0p), ) €
(z, Mp(ap), 2') = (z, Mg(ay), '); 6q(xq, 0¢), Mp(ap)=Mq(oy)=0;
2) V{(x, (0p, €), 2') € X x (Ep x {€}) x X, replace it by i) ((@p, g), (0p, €), (7, 73)) € X X
(z, Mp(ap), '); (Cp x{e}) x Xif a), € 6p(xy, 03), 24 =
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and Mp(o,) = e So in either case, it follows from the
second clause in Definition 1 thd(z,, ), 0y, (%), 74))
is a transition of P,|p@. By symmetry, a transition
(($p7$!])7 (67 J’I)v (xpv 3711)) € X x ({6} x EQ) x X
of R is also a transition of’ 4| 5.

Finally, consider a transitio{xp, ©4), €, (},, 7)) € X X
{e} x X of R as in clause 3b)i) of Algorithm 1. Then from this
clauser;, € 6p(zp, ¢). So from the last clause of Definition
1, ((zp, z4q), ¢, (z},, 7,)) is also a transition of” 4| Q. By
symmetry, a transitiof(x,,, ), ¢, (z,, 2})) € X x {e} x X
of R is also a transition oP 4|5 Q.

It remains to prove the converse that each transition of
P4|pQ is also a transition ofR. Consider first a transition
((xp’xq)’ (OP’ 0,1), (37}’372)) € X x (EP x EQ) x X
of Pa|p@ as in the first clause of Definition 1. Then

from this clauser, € 6p(zy, 0p), v, € Og(zy, 0y) and

Fig. 5. MPSC of pumping and controlling stations. Mp(ap) _ MQ(Jq) £ e Defineo := Mp(ap) _ MQ(O'(I).
Then .’L';) S 6]\4},(]))(.%'],, O') and .’L’; S 6]\4Q(Q)(.’Eq, O').
!, bola,, él(a)),Mél(a) n B = So it follows from the first clause in the definition
Q),[IMp(ap - of PSC that ((zp, q), o, (z},, x)) is a transition of
i) (2, 74), 7, (), 2})) e Mr(P)s, 57, Ma(Q). So by applying clause
X x ({e x ¥g) x Xifz, = 3a=i) of Algorlt%m 1, we conclude that the transition
2, 6p(y, Mp (o), Mpl(o) N A = ((xp, 34), (0p, 0¢), (), x7)) is also a transition of.
0,2, € bq(xq, o), Mg(og) =0 Next, consider a transitio(z,, x,), (0p, €), (¥, T4)) €
b) ¥ (2, @), €. (2, /) € X x {¢} x X, add the X X (Xp x {e}) x X of P4[pQ as in the second clause of
set of transitions Definition 1. Then, from this clause, we havg € 8p(x, o)
: ;o and éq(zq, M5 ' Mp(oy)), Mg 'Mp(oy)) N B = 4,
) giﬁg’jq?)éf?;’, 6)76(%76%()35) GO_X)XJC(EPi or Mp(o,) = e We consider the two cases sepa-
Y, P P\ “ph a7 rately. In the first case, whenV/p(s,) # ¢ define
L rlop) = ;o o = Mp(op). Then we havexr, € O, (p)(xp, o)
") ((xpv ‘77(1)7 (67 04)7 ($p7 xq)) € X x d b _ gl _P p7|
({C} ~ EQ) % X if ) — x;‘, xﬁ] c a.n 6]\/[(9(?)(-1'(17 U) = 6@(1'(17 MQ (U)) = w_ ASO,
6q(zq, 04), Mg(oy) = e since Mg, ()N B = 0 o ¢ Mg(B) > Mg(B).

Note that the complexity of Algorithm 1 is of the same order® [t follows from the seCf)nd clause in the definition
as the number of transitions in the MPSCR&NQ. [if Pand ©f PSC that ((z;, z,), 0, (2}, z,)) is a transition of

@Q havem andn states, respectively, then there &@émn?n?) MP__(P)HP(A)HJ\_I (mMa(Q). So, by applying cIaL_Jge
transitions in their MPSC.] 3a-ii) of Algont%m 1, we conclude that the transition

The following theorem proves the correctness of Algorithr{{xpv zq), (9p, ©), .(xfm zg)) is a ftransiton of R. On
1. the other hand, in the second case, whip(o,) = e,
Theorem 1:Let P, Q, A, B, Mp, Mg, R be as in Algo- from the last clause in the definition of PSC, we have
rithm 1. ThenP 4] 5Q = R. that ((xp, z4), Mp(op), (z),, 7,)) is a transition of

Proof: Since the two NSM# 4] sQ and R have identical P(X)57,.()l137, ()M (@). So, by applying clause 3b-i) of

statesX := Xp x X, identical events: := (X, x %), Algorithm 1, we conclude that(zy, z,), (0, ¢, (2}, %4))
identical initial state:” := (%, #%), and identical final states IS a transition ofZ. By symmetry, we have that a transition
X™ = XP x X2, we only need to show that they also havé(%p; Zq). (¢, 74); (zp, 7)) € X x ({e} x ¥g) x X of
the identical set of transitions. We first show that each transitidn |5 @ is also a transition of.
of Ris also a transition of’ 4| 5 Q. Finally, consider a transition((z,, ,), ¢, (7, ¥,)) €
Consider first a transitiof(«;,, z,), (0, o), (z),, ) € X X {¢} x X of P4]|rQ. Then from the last clause in Defi-
X x (Zp x £g) x X of R as in clause 3a-i) of Algorithm 1. nition 1,z € ép(x,, €), which impliesz), € 6, (p)(2p, ).
Then, from this clauses, € 6p(zp, 0,), 7}, € 6q(x4, o), and Hence from the last clause in the definition of PSC,
Mp(o,) = Mg(o,) # . So from the first clause in Definition We have that ((z,, z4), €, (2}, 24)) is a transition of
1, it follows that((z,, ;) (0p, 04), (27, 7)) is a transition Mp(P)sz, 57,8y Ma(Q). So, by applying clause 3b-i
of Pa]s@. of Algorithm 1, we conclude that(z,, z,), €, (z},, z4)) IS
Next, consider a transitiof(,, z,), (o, €), (x}, z,)) € a transition of R. By symmetry, we have that a transition
X x (Y px{e})x X of Rasin clause 3a-ii) or 3b-i) of Algorithm ({7, 74), ¢, (7, 7)) € X x {e} x X of P4]pQ is also a
1. Inthe first case, from clause 3a-ii), we hayec §p(x,, 0,)  transition ofZ. This completes the proof. ]
andég (g, MélMp(ap)), MélMp(ap) N B = §; whereas  Theorem 1 establishes a link between MPSC and PSC. By

in the second case, from clause 3b+), € &p(z,, 0,) definition, MPSC generalizes PSC; conversely, it follows from
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Theorem 1 that MPSC can be computed using the definition of @

PSC by applying Algorithm 1, which requires a “premasking”

and a “postunmasking” operation. This fact is not explored in Eventset, %

this paper any further. A consequence of Theorem 1, however, Mask, M,

isthatP4pQ T X5 = MP(P)MP(A)HMQ(B)MQ(Q)' which Interface event set, £,

can be used to derive results regarding the control of the be-
havior observed at the interface.

We next investigate the associativity of MPSC. It is known
from [5, Theorem 13.4] (see also [10], where a detailed proof
was given) that PSC is associative, i.e., given NSMs), R
that evolve over a common event 3ealong with their respec-

Mask, M

System, Q
Event set, X

Mask, M

System, R
Event set, Ty

tive priority setsd, B, C C %, the following holds: Fig. 6. P, @, R interacting at a common interface.
(P4llBQ) auBllcR = PallBuc (@BllcR) .
MPSC of P&Q MPSC of Q&R|
Thus associativity lets us compute the composition of sevel
systems by computing it two at a time. Mask, (M, M) Mask, (MyM,)

We show that the property of associativity also holds fo
MPSC of systems interacting at a common interface. Consid
for example, three NSM#, 2, R with respective event pri-

ority setA C Xp, B C X, C C X interacting at a common
interface as shown in Fig. 6. The interface masksd’of}, R R I P
are given byMp, Mg, Mg, respectively.

In order to demonstrate associativity of MPSC, we sho @ )
that MPSC of P, @, R can be computed by first computing
the MPSC of any of the two systems and next composing thig. 7. Two ways of associating composition®f Q, R.
with the third system. Two ways of achieving this are shown in
Fig. 7. In Fig. 7(a), composition aP, Q is first obtained, and -
nextthis is composed wit, whereas in Fig. 7(b), composition - Remark 3: The transition function of the three systems given

of @, R s first obtained, which is then composed with We i the proof of Theorem 2 also defines the transition function of
use the mask function paifMp, Mq) to denote the mask the composition of the systems shown in Fig. 6.
function of the composition” 4[5, the first (respectively,

—f—— Interface event set, DR
Mask, My Mask, M,

seconjd) component_ of which applies to transitions with an gvent IV. SUPERVISORY CONTROL
label inX p (respectivelyX ). Note that whenever a transition ) ) ]
in P4]5Q is labeled by an event pajp,, o,) € Lp X Iq In this section, we extend the supervisory control theory to

we haveMp(a,) — Mo(a,) # « ie. both the events arethe present setting where a supervisor controls a discrete event
masked to the same interface event, which is observable at BNt by interacting with it at a common interface via masked

interface. So there is no confusion of event synchronizatic?ﬁioritize‘j synchronization similar to that shown in Fig. 1 under
when the composed systeRy, | 5@ interacts withR. the restriction that the set of driven events is empty. The plant

. . . H FO e 0 & H
Theorem 2:Consider systems”, Q, R interacting at a IS modeled by an NSM7 := (Xg, %¢, ég, v, Xg') having
common interface with eventS;, their respective event €Ventpriority set C X and priority consistent interface mask

priority setsA, B, C, and their respective priority consistent/c : ¥¢ — %1, where.; is the set of interface events. Since

interface masks/p, Mg, Mg. Then the supervisor exercises its control based on its observation of
Y the event tracegenerated by the plant, it is modeled byex
[PAHFJQ] (A@B)HCR = PAH(B@C) [Qg[lcR] . terministic state maching = (Xs, Xs, (55, .’IZOS, ng) The

. . o event priority set of the supervis@& C X and its interface
Proof: LetX = XP X XQ X XR, Y= EP X EQ X ER maskMS: ES — EI are g|ven
denote the state set and the event set of the composition. Thef is natural to require that each event of the plant be ei-
the proof follows from the fact that the composition of the thréger in the priority set of the plant or identified via the inter-
systems in either of the two configurations of Fig. 7(a) and (l3ce masks with some event that is in the priority set of the su-
has identical transition function and is given by the equatiqferyisor, i.e. X — A C MG (Ms(B)), whereM (B) =
shown at the bottom of the next page. N Ms(B) — {e}. In other words, the set of plant events is the
Finally, the event priority set of the composition of the thregnion of controllable eventd N M (M s(B)), the uncontrol-
systems in either of the two configurations of Fig. 7(a) and (Iple eventst — MY (Ms(B)) := %, and the driven events
equals Mg'(Ms(B)) — A = Yg — A. This requirement is consis-
_ tent with the corresponding requirement in the setting of PSC
[AeBleC =48 [E ® C]_ _ _ that each event of the plant is either in its own priority set or
=[4 X Xq iER] U[Xp x B x Xg] in the priority set of the supervisor, and rules out the possibility
URXp xXgxCl. that a nonpriority event of the plant is identified with no priority
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event of the supervisor or is maskedtd@ he above requirement to design a controlling statiofi that restricts the plant to operate
together with the assumption that there are no driven events isa-thatat least one pump is idle at any given tinfdis desired
plies thatX; = A. specification is shown in Fig. 8. The event priority set and the

Table | summarizes the controllability and observability propaterface mask function of a controlling station to be designed
erty of each event of the plant that results from the event pri@nforcing such a specification are as given in Example 3, except
ities and interface masks of the plant and the supervisor. Sime assume that the repair events are also controllable. (Recall
ilarly, Table Il summarizes the properties of the events of theur assumption for this section that the set of driven events is
supervisor. Note that while the supervisor can execute an @wapty.)
servable driven event to issue a command, it can execute an unAfe are interested in obtaining a necessary and sufficient
observable driven event to change its control policy. condition for the existence of a supervisor for the supervisory

The control specification is given by a languafle C X7,  control problem described above. Under the assumption of no
describing the permitted event sequences of the controlled pldriven events, we show thdtL(G), ¥,,)-controllability to-
(GalBS) T L. The control task is to design a deterministigether with( L(G), M )-normality of the desired behavidt
supervisorS such that the controlled plant behavior satisfieserves as a necessary and sufficient condition for the existence
the specification under the restriction that no driven events asea supervisor. We first prove two preliminary results about
present. controllability and normality.

Example 4: Consider the pumping statigd and interface  The first lemma provides an alternate characterization of
Mg of Example 1 as the uncontrolled plant. The control task {&F., M )-normality.

Va=(xp, xq, .)€ Xp x Xog x Xg, 0=1(0p, 04 0,) €Ep X ZEgoXxLpg:
6p(ap, 0p) X 6q(%q, o) X 6R(Tr, 0v), I Mp(op) = Mo(og) = Mr(or) # ¢,
6(377 0) = 61’(37])7 Up)v 6@(37(17 Uq)v 6R($7‘7 07‘) #0
@, otherwise
(8 00) X 8oy, 04) X {ar . 15 = Mplog) = Moloy) # <,
p(ap; 0p), b(xq, o) # 0,
8, (o 94, €)) = Sr(zr, Mz'(3)), Mpt@) NC =0
L, otherwise
({xp} % 8g(xy, 04) X 6r(2r, 0v), I T :=Mg(oy) = Mr(o,) # ¢,
6q(zq, o), Or(2r, 07) # 0,
p(ap, Mp (@), Mp'(@) N A =0
L, otherwise
( 6p(ap, 0p) X {24} X Or(2r, o), T :=Mp(o,) = Mg(o,) #e,
61’(371)7 Up)v 6R($7‘7 07‘) #0,
8a (ggq, Mél(ﬁ)) , Mo @) N B =1
L 0, otherwise
(6p(xp, 0p) X {zg} x {ar}, i Sp(ap, 0p) # 0, [[Mp(op) = €]
V[bq (g, MQ_IMP(UP))v MQ_IMP(UP) N B,
6r(wr. Mz Mp(,)), Mg Mp(o,) N C = 0]
L 0, otherwise
({zp} % 6q(xq, 0q) x {ar}, 1 8q(24q, 0g) # 0, [[Mg(og) = €]
V[6p(xp, MptMo(oy)), Mp*Mo(og) N A,
Sr(xr, Mg Mq(og)), Mg Mo(og) N C = 0]]
L, otherwise
({xp} x{z,} % 6r(zr, 0v), If 6r(zr, 0,) 0, [Mr(o) = €]
V[6p(zp, MptMg(o,)), MptMg(o,) N A,
Sq(wq, Mg Mr(o,)), Mgt Mg(a,) N B = 0]]
L0, otherwise
6(z, €) ==[0p(zp, €) x {zq} ¥ {zn U [{zp} x Sq(xq, €) x {an}]
U{zp) x {zq} X Or(z:, €)]

6(x, (e, 0q, 0p)) =

6(x, (op, €, 0p)) =

8(z, (op, €, €)) =

6(z, (e, 0q, €)) ==
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[=ro-{a; 3, b, b, 1, 1}

a2, a

by 1,

b1

Fig. 8. Design specification for the pumping station.

TABLE |

CONTROLLABILITY AND OBSERVABILITY PROPERTY OFPLANT EVENTS

plant event

identified with supervisor event

event type

priority
priority
priority

priority
non-priority
no event (epsilon)

controllable & observable
uncontrollable & observable
uncontrollable & unobservable

non-priority
non-priority
non-priority

priority
non-priority
no event (epsilon)

driven & observable
non-existent
non-existent

TABLE 1l

CONTROLLABILITY AND OBSERVABILITY PROPERTY OFSUPERVISOREVENTS

supervisor event

identified with plant event

event type

priority
priority
priority

priority
non-priority
no event (epsilon)

controllable & observable
driven & observable
driven & unobservable

non-priority
non-priority
non-priority

priority
non-priority
no event (epsilon)

uncontrollable & observable
non-existent
non-existent

Lemma 1: ConsiderK C Y7, and a maskMq. Then the

following are equivalent:
1) K is (X¢, Mg)-normal,

2) Vs, ¢, teXg

[s't €
3) Vu, v

pr(K)];
€ X, 0,0 €

(Xe U {e}):

[st € pr(K), Ma(s) = Mg(s')] =

pr(K), Mg(o) = Mg(o')] = [uc’v € pr(K)).
Proof: We begin by showing the equivalence of théndt € L(G) such thatMe(s) = Mg(t). Then from the

first two assertions. To see that the first assertion implies t

[uov €

Next, for the induction step, let := 5o, s := 3'¢’, where
o, o' € Xq. Then we have three possible cases:

1) Mg(3) = Ma(5') andMg(o) = Mg(o');
2) Mg(s) = Mg(s') andMg(o') = ¢
3) MG(g) = MG(S/) andMG(O') = €.

We only analyze the first case; the others can be analyzed simi-
larly. In the first case, sinc&/s(s) = Mq(5'), and since from

the hypothesis of the second assertiort = st € pr(K), it
follows from the induction hypothesis thawt € pr(K). Set

u = §,v = t. Then sinceMg(co) = Mg(o’), and since
uov = 5ot € pr(K), it follows from the third assertion that
uo'v = §o't = §'t € pr(K), completing the induction stem

Remark 4: Let S be a trim [6] deterministic state machine
that accepts 437, Mq)-normal languagdy C %Y. so that
L(S) = pr(K). Then it follows from the third assertion of
Lemma 1 that for any, € L(S) and indistinguishable events
o, o' € ¥, us andus’ are Nerode-equivalent. HenSecan be
chosen such that transitions on a pair of indistinguishable events
(under Ms) from any state whenever defined have the same
successor state, and transitions on unobservable events (under
M) from any state whenever defined are self-loops. We exploit
this fact in constructing a supervisor for our supervisory control
problem.

Let K¥«Mc  denote the infimal prefix-closed
(X%, X,)-controllable andXf,, Mg )-normal superlanguage
of K. Then the next lemma states that>:-%¢ N L(G)
equalspr(K) if and only if K is (L(G), £,)-controllable
and(L(G), Mg)-normal.

Lemma 2: Consider plant7, languageK C L(({), set of
uncontrollable events,, C X, and interface mask/s. Then
K*Men (@) = pr(K) ifand only if K is (L(G), ¥,,)-con-
trollable and(L(G), Mg)-normal.

Proof: We first prove the necessity. To see the
(L(@), ¥, )-controllability of K, pick s € pr(K) and
o € %, such thatse € L(G). Then from(Xg, ¥,)-con-
trollability of K>« ¢ so0 ¢ K>«Ms This implies
so € K¥oMe n [(G) = pr(K) as desired. Similarly
to see the(L(@G), Mg)-normality of K, pick s € pr(K)

frat:, Mc)-normality of K=« Mot € K=« Mc_ This implies

second, it suffices to note thatls(st) = Mg(s't); so from t € K== NL(G) = pr(K) as desired.

(X%, Mg)-normality of K, it follows that s't € pr(K).

Next to prove sufficiency it is enough to show that

To see the converse, pick € pr(K), s € ¥% such that K~ Mc n L(G) C pr(K), since the reverse inclusion

Ma(s) = Mg(s'). Then by settingg :=
assertion, it follows that’ € pr(K).

e in the second holds trivially. Clearly, this is true fo’l{ = (). So we assume

K # (. We prove the desired inclusion by induction on

Next we prove the equivalence of the last two assertions. e length of traces. Since € pr(K) (recall K # 0), it
see that the second assertion implies the third, simply set suffices to show that for any € Xf, o € Xg such that
uo, s’ = uo’, t :== v. Then from the hypothesis of the thirdso € K*«Me¢ 0 L(G@), so € pr(K). By the induction
assertion,Mq(s) = Mg(s'). So from the second assertionhypothesiss € pr(K), and sincess € K>« ¢ it follows
s't = wo'v € pr(K). To prove the converse, we ftxand pro- from its definition that either 1y € %, or 2) there exists

ceed by induction ofs|+|s’|. For the base step, Ig§+|s'| = 1,
and without loss of generality lef = ¢. Setu := ¢, v := ¢,
s, o’ := s'. From the hypothesis of the second assedisablingo after s is a prefix-closed(X,, ¥, )-controllable,
tion ucv = st € pr(K) andMg(o) = Mg(s) = Mg(s')
Mg (c"). So from the third assertionyo’v =

g =

't € pr(K).

t € pr(K) suchthatM(t) = M¢(so). [Otherwise, the proper
sublanguage oK >+ M K=« Me _ Ls5137% obtained by

and (2%, Mg)-normal superlanguage @f, a contradiction.]
Since we also haves ¢ L(G), (L(G), %, )-controllability
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of K in case 1) [respectivelyL(G), Mq)-normality of K in  trollable and L(G), M)-normal, from Lemma 2 it suffices to

case 2)] implieso € pr(K) as desired. m show
We next state the result for the existence of the supervisor.
Theorem 3: Consider a plan& with priority setA = Y L((G4]BS) T Xq) = L(G) N K¥«Ma, 2

and priority consistent interface madés : Yo — Xj. Let

K C L(G) be a prefix-closed nonempty desired languag@s before, let7 4[5S := (X, ¥, 6, z°, X™) and(G4[sS) T
¥s be the event set of the supervisd, C s its event Y = (X, B¢, 67, 20, X™).

priority set, andMs : Xs — Xy its priority consistent We first prove the forward containment in (2). Since
interface mask. Then there exists a deterministic supervisof(G4[gS) T Zg) € L(G), it suffices to show that
S such thatL((Ga[sS) T Xg) = K ifand only if K is L((G4]|pS) T Zg) € K>« s, First, consider a trace
(L(G), E.)-controllable and (L(G), Mg)-normal, where that G 4[5S generates. Then sina@ has priority over each

Yy = A— Mg (Ms(B) — {e}). event (the set of driven events is empty), it participates in each
Proof: We first prove the necessity. transition of the trace. On the other hand, sischas priority

Let GulsS = (X, %, 6 2% X™) and over controllable events and has transition defined on every

(GalBS) 1T % = (X, Xg, &, 2% X™). To see observable uncontrollable event at each state, it participates

(L(@), X.)-controllability and(L(G), Mg)-normality of K, in the execution of each observable event of the trace. We
picku € K, o € Xy, v € L(G) such thatuec € L(G) and show by induction on length of € L((G4[sS) T X¢) that
Ma(u) = Mg(v). Then sinceZg = A, G must participate s ¢ K>« < _Clearly, this holds for length zero singg™«» M¢
in the execution of every event in the trage. This together is nonempty and prefix-closed, which establishes the base step.
with the fact thatu € K = L((GalsS) T Xg) and For the induction hypothesis, lat = so0,. If o, is uncon-
uo € L(G) implies that there exists, € Xqg, z, € Xs trollable or unobservable, then by definition A« ¢ and
such that(zg, z,) € 6'(z° u) and ég(zg, o) # ©. induction hypothesis [which implies € K=« Mo = [(35)],
Then sincec € %, and every event inMg'Mq(X,) it follows thats € K=+ e, On the other hand, if, is
is defined at every state of5, it follows that either controllable and observable, then a corresponding event occurs
8((zg, x5), (o, Mg'Mg(a))) # O [which is the case when synchronously inS. This means that if; is the state reached
Ma(o) # ¢ or §((xg, x5), (0, €)) # 0. In either case, we by the execution ofs in S, theno, is defined atz, which
have6'((zg, z,), o) # 0, which impliess'(z°, uo) # @ of course implies thas = s0, € K=«Mec [recall that
proving thatue € L((Ga|sS) T ¥g) = K. Next since [L(S)= K> Mc], This proves the induction hypothesis.
v € L(G), there existsr), € X¢ such thatr), € ég(xg, v). To complete the proof of the sufficiency part, we next need
Moreover, sinceMg(v) = Mg(u), it follows from the to show the reverse containment in (2). Pigke K>« Ma n
determinism ofS that the same set of states are reachgdG) = L(S) N L(G). Then there exists unique state € X5
by “tracking” the two tracesw and v in S, including and a stater, € X¢ such thatés(z2, u,) = z, andz, €
the statex,. This implies (z/, z.) € 6'(2° v). Thus §4(22, u,). Letu, € L(S) be the trace corresponding tg
v € L((Ga]rS) T £g) = K as desired. obtained by relabeling/deleting the various transitions ofn

Next, to prove the sufficiency, construct a deterministic si§. Then Ms(us) = Mg(uy) andss(x%, us) = =5. Then it
pervisor as follows. First construct a deterministic trim state mis- easy to see thdtr,, =) € §7(2°, uy), which impliesu, €
chine L((Ga]BS) T L) as desired. u

_ o The supervisor constructed in the proof of Theorem 3 is
5= (Xs, Xg, &5, o5, Xs) based upon a generator &>+ ¢, The following lemma

that generates K= Ma, the infimal prefix-closed provides a modular way of doing that. We &>« K<

(3%, ,)-controllable and (5%, Mg)-normal  superlan- denolte. the infimal prefix-closedx,, ¥, )-controllable and
guage ofK. Then, as explained in Remark 4, sink& Mc the infimal preﬂx—clo;ed(Eg, MG)—nEormaI superlanguage
is (X%, L(G))-normal,S can be chosen so that transitions oﬁfjé(' resp?(itwely. It is known thak™ = pr(K)>; and
indistinguishable events on any state whenever defined havefhe © = Mg MG(I’_7’(K))-
same successor state, and transitions on unobservable evert§Mma 3: Consider & C %, a set of uncontrol-
on any state whenever defined are self-loops. Iat;le ]SventsEuE QM Y, and a maskM¢ over Yig. Then
Next, obtain a supervisor K=o Me = (K=)Me, _
Proof: The backward containment can be shown as
S:=(Xs, Y5, 65, 22, Xs) follows. By definition, we havek >+ C K>« ¢ which im-
o - plies (K¥«)Me C (K¥«Me)Me — K*«. Ma where the last
by modifying each transitiow, o, ) € X5 x Yo x X5 0f  gquality follows from the fact thak =« M< is prefix-closed and
S as follows. (3%, Mg)-normal. For the forward containment, it suffices to
1) If Mg(oy) # ¢ then replace it by a transi- show that(K*>+)V< is a prefix-closed %, ¥.,,)-controllable
tion (z,05,2) € Xs x ¥s x Xs such that and (Zf, M¢)-normal superlanguage d& since K=+ M¢
Ms(os) = Ma(oy). is the infimal such language. By definitiofk ~+)"s is a
2) If Mg(o,) = ¢, then delete this transition. prefix-closed and(Zf,, Mg)-normal superlanguage of,
Then it is easy to see thatis deterministic. It remains to showand it remains to show that it is al§&f,, ., )-controllable.
that L((G4]BS) T ¥¢) = K. SinceK is (L(G), ¥,)-con- To see this, picks € (K*«)Y¢ ande € 3,. Then there
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existst € K>« such thatMq(t) = Mg(s). By prefix-clo-
sure and(¥%, ¥,)-controllability of K=+, it follows that
to € K=+, Finally, sinceM¢(to) = Mg(so), it follows that
so € (K=+)Ms as desired. ]

Remark 5:Lemma 3 provides a modular way of con-
structing K >+ < . Given a trim acceptor foK [which gener-
atespr(K)], we first obtain a generator fa >+ = pr(K)X?
by augmenting the state space of the acceptor<ofwith
a “dump” state, and then by adding transitions from each
state to the dump state on those uncontrollable events that
are undefined at that state. Next, we obtain the generator for
(K¥)Me = M Mg (K*+) by replacing the event labelof
any transition in the generator &> by event labels in the set
M_g* (o), and also adding self-loops on all unobservable events
at each state of the generatorfof=.

Example 5: We now return to Example 4, where a specifica-
tion for the pumping statiods of Example 1 was formulated,
with a slight modification that the events andr, are con-
trollable events (instead of being the driven events) so that we
can apply the results of Theorem 3 (recall that Theorem 3 re-
quires the restriction that the set of driven events be empty). This
specification, shown in Fig. 8, when intersected with the gen-
erated language of the pumping station imposes the language
K C L(@), as shown in Fig. 9. In this figure, each state has
four components: the first component denotes the state of the
synchronizer (Fig. 3), the second that of pump 1 (Fig. 3), the
third that of pump 2 (Fig. 3), and the last that of the specifica-
tion (Fig. 8).

Since K is prefix-closed and nonempty, from The-
orem 3 there exists a deterministic supervisbrsuch that
L((Ga]sS) T Z¢) = K ifand only if K is (L(G), £,,)-con-
trollable and L(G), M¢)-normal. In this case, = {f1, f2}
and M identifies a;s to a, b;s to b, f;s to f, andr;s to r.

We use Lemma 2 to veriff L(G), 3,,)-controllability and
(L(@), Mg)-normality of K. The generator for >« Ms s
shown in Fig. 10(a). Then it is easy to see that the synchronous
composition of this withGG yields the same state machine as (a)
the generator fof{ shown in Fig. 9. This establishes thigtis
(L(@), ¥,,)-controllable and L(G), Mg )-normal.

Using the procedure described in the sufficiency part of
the proof of Theorem 3, we arrive at the supervisor shown in
Fig. 10(b) that enforcedd as the projected behavior on the
event set; of the composed systefis[|5S.

Remark 6: Theorem 3 provides a necessary and sufficient
condition for the existence of a deterministic supervisor
with event priority setB and interface masR/s for a given
plant G with event priority setA = X and interface mask
Mg so that the projected behavior on the plant events of the
composed system equals a given specification langhage.,
L((GalBS) T X&) = K, interms of the familiar conditions of
controllability and normality. The existing tests for controlla-
bility and normality, which are of polynomial complexity, can
thus be applied to verify the existence of a supervisor (see, for
example, [9, Sections 3.2.3, 4.2.3]).

In the proof of the sufficiency part of Theorem 3, we also
provide a technique to obtain a supervisor whenever it exists: (b)

First obtain a minimal deterministic state machfthat gener-
atesK >+ Mc the infimal prefix-closedXf,, £, )-controllable Fig. 10. Generator fof ™« *c and superviso§.

Fig. 9. Specifications C L(G) for pumping statiorG.




KUMAR AND HEYMANN: MASKED PRIORITIZED SYNCHRONIZATION

and(Xf,, Mg)-normal superlanguage of the specification lan- [6]
guage, wher&,, := A — M5 (Ms(B) — {€}). Next replace .
each observable event lake] € Y of any transition inS by 7l
an event labed, € s such thatMs(o,) = Mg(o,) # €, and [8]
delete all transitions of on unobservable events.

In case the specification language does not satisfy either
controllability or normality condition, anaximally permissive |
supervisor can be obtained by replacing the specification Iar}-1
guage by its supremal prefix-closéd.(G), 3, )-controllable
and(L(G), M¢)-normal sublanguage, which can be computed
using the existing algorithms (see, for example, [9, Sectior!l]
4.2.2)).

9]

0]

(12]

V. CONCLUSION [13]

[14]

In this paper, we introduced the notion of masked prioritized
synchronous composition to model the mechanism of interaci—15
tion of discrete event systems that interact with the environment
through interfaces. This extends the formalism of prioritized
synchronous composition, which assumes the identity interfadd®
mask function. This extension is particularly useful in supervi-17
sory control, where the limited control and observation capabil-
ities of a supervisor are captured in #adernal interconnection [18]
mechanisnof MPSC rather than thimternal state logicof the
supervisor. [19]

We established a link between MPSC and PSC by showing
that MPSC of two systems can be computed using PSC, by ap-
plying a “premasking” and a “postunmasking” operation. We
also showed that whenever three or more systems interact at a
common interface, their MPSC possesses the desired property
of associativity. This is specially useful in context of supervi-
sory control, where the plant and supervisor are distributed con-
sisting of several interacting components.

We also studied the problem of obtaining a supervisor that
controls a given discrete event plant by the MPSC based inter-
action when there are no driven events, so that the behavior ~*
the composed system, when projected on the events of the pl.
equals a given specification language. The familiar conditiol
of controllability and normality were found to be necessary ar
sufficient for the existence of a supervisor. A recent paper [
studies the more general case of supervisory control when
set of driven events is nonempty.
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