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Abstract

In this paper, we examine how the support structure in 3D-printing can be optimized, by changing a model’s orientation. Specifically, we explore the effect that the orientation of a printed object has on the volume of the needed support structure, directly below the model. We show that the volume of the support is a continuous but non-smooth function, with respect to the orientation angles. We continue by presenting an efficient algorithm, capable of running on a GPU, that computes the model’s support volume for a given orientation. Then, this algorithm is used to seek an orientation with a minimal volume of support for constructing the model. Examples and experimental results are presented, showing that the minimum computed by our approach is, in many cases, optimal.
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1. Introduction

The orientation in which a 3D model (denoted as \( M \)) from now on is constructed using a 3D-printer, affects the printing process in many ways. Properties such as mechanical strength, surface smoothness, overall printing time, and the amount of material needed for the support structure, all depend on the orientation in which \( M \) is constructed using 3D-printing [1][2]. In this work, we concentrate on one such property: the volume of the support structure.

The support structure (denoted as \( S \)) is an additional printed structure, needed to support \( M \) (in our case directly from below, filling the entire vertical gap where the model overhangs) during the 3D-printing process. Without \( S \), parts of \( M \) that have not yet achieved their full strength, may collapse during the printing process. While \( S \) is necessary to 3D-print certain models, the volume of \( S \), \( V(S) \), should be minimized as it requires additional printing time and material [3]. The main contributions of this work are:

1. Providing a better understanding of the problem of computing \( V(S) \), given \( M \).
2. Presenting an efficient algorithm to compute \( V(S) \) for a given orientation, possibly using the GPU.
3. Developing a scheme by which the algorithm (presented in 2 and following the limitations portrayed in 1) can be employed to find the overall best orientation of \( M \) that minimizes \( V(S) \). Our experiments indicate that in many cases the best solution found by our approach is, in fact, the optimal solution.

In Section 2, we give a short overview of related work. In Section 3, we present an efficient, possibly GPU based, approach to compute \( V(S) \), for a given orientation of \( M \). We show that \( V(S) \) is a continuous but only piecewise smooth function of the orientation for a polygonal model \( M \), and so the derivative of \( V(S) \), with respect to orientation angles, cannot be assumed to exist for all orientations. Then, we present a derivatives-free algorithm that selects the best orientation for \( M \), minimizing \( V(S) \). In Section 4, we provide some experimental results, and finally, conclusions and possible future work are discussed in Section 5.

2. Related Work

An example of some of the early work related to finding the best printing (or build) orientation, is the work by Alexander et al. [3]. In [3], various orientation dependent properties, such as model height, support volume, and surface accuracy, are evaluated, and a cost comparison is used to find the best orientation. Other work similar to [3] was done by Frank et al. [4] that proposes an expert system tool that interacts with a user to select the best orientation, and Crawford et al. [5] that presents quantitative measures relating different aspects of part quality to orientation. In the work by Jibin et al. [6], the build orientation is optimized based on the considerations of the staircase effect (surface smoothness), support area (the total area of the downward-facing facets), and production time (model height).

According to the authors of [6], a shortcoming of their method can be found in the long computing time. A recent overview of work related to finding the best printing orientation, can be found in the work of Taufik et al. [2].

Other related work concentrates on computing the effect that the orientation of \( M \) has on a single property, for example, in [7] a visual tool that presents a model’s surface smoothness for a given orientation is used, allowing users to identify
the best orientation. The work by Gupta et al. [8] chooses a near optimal orientation based only on minimal build time (and minimal number of layers) for a shape deposition manufacturing (SDM) system. The optimal orientation in [8] is found by partitioning the unit sphere (representing all the candidate orientations) into smaller spherical polygons, identifying the best orientation within every spherical polygon, and assembling solutions from various polygons to find the final build orientation.

The most common single property examined is \( V(S) \). The work by Allen et al. [9], computes an approximation of \( V(S) \) for a given orientation, and also identifies a pool of good (small) \( V(S) \) candidate orientations. \( V(S) \) is approximated in [9] by sampling points on the surface of \( M \) and classifying them as supported or unsupported. Agarwal et al. [10] consider only convex models and use an approximation algorithm to compute an orientation, that minimizes the surface area of contact between \( M \) and the support structure. The work by McMains et al. [11] offers a fast GPU based algorithm for computing \( V(S) \). The ability to run the algorithm on a GPU provides faster results than previous CPU based algorithms, while keeping the computation error under 1% for the cases presented in [11]. 

\( V(S) \) computation times in [11], on a GPU are usually under a second, while the compared CPU based algorithm takes tens of seconds to complete.

Other works deal with aspects of the support volume other than orientation. For example, in the work by Hu et al. [12] the issue of support volume is sidestepped by decomposing the shape into (pyramidal) parts that can be printed individually without support material and then assembled together. In the work by Huang et al. [13] a reliable general support region is generated from part slices for a given orientation and the self-support area of the part (detected by offsetting the lower slicing contour), is excluded as much as possible to save support material.

This paper focuses on providing tools to compute \( V(S) \) directly below \( M \) for given orientations, and also finds the best overall orientation that minimizes \( V(S) \). The (possibly GPU based) algorithm we propose for computing \( V(S) \) is similar to the one in [11]. In [11], \( V(S) \) is also computed for a given orientation, using rendering. [11] fully computes, for each pixel, all polygons that cover (project to) the pixel and their distances from a base \( Z \) level, denoted the floor. The number of polygons covering each pixel is determined by the complexity of \( M \). The maximum number of polygons covering a single pixel is referred to as the \textit{depth complexity} of \( M \). The distance information is then used to compute \( V(S) \). They find this information by rendering \( M \), layer by layer (in a process similar to Z-buffer peeling [14]): first, all the polygons closest to the screen plane in each pixel are peeled away. Next, the second closest polygons are peeled away and so on. The volume trapped between two adjacent layers is mapped to either inside or outside of \( M \), with the volume outside of \( M \) assigned to \( V(S) \). In contrast, the algorithm proposed here requires at most two renderings of \( M \) to compute \( V(S) \), regardless of the depth complexity of \( M \). We also provide a way to use the introduced algorithm to quickly find the global optimal orientation that minimizes \( V(S) \).

3. Minimal Support Volume

Recall \( S \) is an additional printed structure that is needed to support \( M \) during printing. \( S \) is necessary to properly 3D-print certain models (some examples can be seen in [15]), that explores a specific strategy to construct the support, and uses the approach given in [3] to select an orientation. The volume of \( S \), \( V(S) \), should be minimized by selecting the optimal build orientation, as \( S \) imposes additional costs in both extra material and printing time, costs that are proportional to \( V(S) \) [3].

In Section 3.1, we lay down the theoretical foundation for our support volume computation algorithm. The algorithm itself, is presented in Section 3.2. Finally, in Section 3.3, we show how this algorithm can be used to select the overall best orientation.

3.1. Theoretical Background

Let \( M \) be a compact surface in \( \mathbb{R}^3 \). In the following discussion, assume \( M \) is in a specific orientation, and the \( +Z \) direction is considered up. We denote the lowest level (with the lowest value of \( z \)) in the model as \( Z_{\min} \). It’s trivial to see that the optimal placement for the printing base surface (floor) in this orientation is at the height of \( Z_{\min} \) all higher values cause the floor to penetrate \( M \), and all lower values add to \( V(S) \) unnecessarily. The support structure needs to support every point in \( M \) not already supported by \( M \). This means that every point in \( M \) must be connected to the floor by a vertical segment, made of points that are part of either \( S \) or \( M \). The support \( S \) is formally defined as:

\[
S := \{ (x, y, z) \mid z \geq Z_{\min} \} \quad \text{and} \quad \exists z' > z \text{ so that } (x, y, z') \in M \text{ and } (x, y, z) \notin M. \tag{1}
\]

Note that the mutual exclusion between \( M \) and \( S \), \( ((x, y, z) \notin M \text{ in the definition of } S) \), means that if \( M \) is defined as an open set, then \( S \) will be a closed set, and vice versa.

**Definition 3.2.** The top cover, \( T \), includes every point that is below some point \( p \in M \) and is not below the floor \( (Z_{\min}) \). Inclusion in \( T \) is defined as:

\[
T := \{ (x, y, z) \mid z \geq Z_{\min} \} \quad \text{and} \quad \exists z' \geq z \text{ so that } (x, y, z') \in M. \tag{2}
\]

**Lemma 3.1.** For every point \( p \in T \) either \( p \in M \) or \( p \in S \).

**Proof.** This is a direct result of the definitions of the three sets. Clearly \( S \subset T \), and \( M \subset T \). On the other hand \( T \subset (S \cup M) \).

This leads to \( T = (S \cup M) \), and since \( S \cap M = \emptyset \), a point in \( T \) is either in \( M \) or in \( S \). \hfill \square

**Corollary 3.2.** \( S = T - M \) and \( V(S) = V(T) - V(M) \).

Because \( V(M) \) is invariant to rotation, if we compute \( V(T) \), \( V(S) \) can be derived with ease. See also Figure 1.
3.2. Support Volume Computation

We propose an algorithm that will take advantage of the
observation made by Lemma 3.1 and Corollary 3.2, and the
rendering abilities of GPU’s to quickly compute $V(S)$. The
idea behind the proposed algorithm is to map the depth value
normally computed by a GPU, to the distance from some real
plane ($Z_{\text{min}}$). Then, when the two, top and bottom, views of $M$
are rendered with orthogonal projection, we will have the re-
sults for the first (nearest/lowest) and last (farthest/highest) $Z$
level rendered in each pixel and can compute $V(T)$. The $Z$ level
of the lowest point in $M$ (overall) can be set as the floor, $Z_{\text{min}}$
of the printing surface. We then compute the volumes trapped
between the highest $Z$ level in each pixel and the level of the
floor, and sum these volumes, only to get the value of $V(T)$.
According to Corollary 3.2, in addition to $V(S)$ the extra vol-
umes enclosed in $V(T)$ is the internal volume of $M$, $V(M)$, that
is invariant for all orientations and can be calculated in linear
time [16]. By computing $V(T)$ using only two (top and bottom)
simple Z-buffer renderings, we can derive $V(S) \approx V(T) - V(M)$,
as opposed to [11] that requires multiple renderings, depending
on the depth complexity of $M$.

Algorithm 1 implements the proposed approach and com-
putes $V(S)$ for a given orientation. The algorithm starts by set-
ing up the rendering to the correct resolution and position $M$
so as to best fit the rendered image. The model is then rendered
twice: once from above and once from below. The rendering from
below is used to compute the lowest point in the model, $Z_{\text{min}}$
that is set to be the level of the floor. The rendering from
above is used to compute the top cover for each pixel. The vol-
umes per pixel, are summed (and corrected for the $Z_{\text{min}}$ level)
to get $V(T)$. Finally, $V(S)$ is obtained from $V(T)$ using Corol-
lary 3.2 as $V(S) = V(T) - V(M)$.

We should note that a single render approach may also be
used for a polygon model, as the height of the lowest vertex can
be set as the floor (or $Z_{\text{min}}$) level. Depending on the costs of
rendering and information exchange between CPU and GPU, a
single render approach may be more efficient on certain hard-
ware setups. Some further optimizations are made to Algorithm
1 in our implementation, and are discussed in Section 4.

3.3. Optimizing Orientation

In Section 3.2, we presented an efficient algorithm to com-
pute $V(S)$ for a given orientation. We now use this algorithm
to identify the best orientation that minimizes $V(S)$. $V(S)$ as
a function of the orientation angles ($\theta$, $\phi$) is potentially a non-
smooth function, and is always non-smooth for polygonal mod-
els. Figure 2 shows some graphs for which $V(S)$, as a function
of a single orientation angle $\theta$ ($\phi$ is set to a general position),
exhibits a non-smooth behavior. Further analysis of the lack of
smoothness and the behavior of $V(S)$, for a polygonal model
$M$, as a function of the orientation angles ($\theta$, $\phi$), can be found
in Appendix A.

Realizing $V(S)$ is a non-smooth function, we divide the
problem of finding the best orientation (that minimizes $V(S)$)
into two sub problems:

1. The first step performs a uniform sampling of orientation
angles, in angular parametric space, and computes $V(S)$
as a function of these sampled angles. This sampling of
$V(S)$ gives us a rough estimate of the best orientation.

2. The second stage is used to find a locally optimal $V(S)$
using a derivative-free optimization algorithm. Herein,
we are following [17]. The algorithm accepts as param-
eters the ranges of $\theta$ and $\phi$ to be examined, as well as
our function to compute $V(S)$ for a given orientation (i.e.
Section 3.2). The final parameter for the algorithm is an
initial guess for the search process.

The algorithm in [17] converges to local optima, that
are identified as accumulations of points and designated

---

```
Algorithm 1 ComputeTopCoverVolume

Input:
1. 3D model $M$.
2. Orientation of $M$, prescribed using ($\theta$, $\phi$), angles of a spherical
coordinates system.
3. $x_{res}$, $y_{res}$ the rendering resolution to use.

Output:
1. $V(S)$ for the orientation of $M$ dictated by ($\theta$, $\phi$).

Algorithm:
1. Setup the resolution of the renderer to $x_{res}$, $y_{res}$;
2. Set the rendering projection to tightly enclose $M$;
3. $B_{fb} :=$ Rendering result of $M$ from below in orientation
   ($\theta$, $\phi$);
4. $Z_{\text{min}} := \min(Z\text{buffer}(B_{fb}))$;
5. Initialize $Z\text{buffer}(A_{fb}(1..x_{res}, 1..y_{res})) := Z_{\text{min}}$;
6. $A_{fb} :=$ Rendering result of $M$ from above in orientation
   ($\theta$, $\phi$);
7. $H_{\text{sum}} := 0$;
8. AreaOfPixel := RenderingAreaXY($x_{res}$,$y_{res}$);
9. for all $x \in 1..x_{res}$ do
10.    for all $y \in 1..y_{res}$ do
11.       $H_{\text{sum}} := H_{\text{sum}} + (Z\text{buffer}(A_{fb}(x,y)) - Z_{\text{min}})$;
12.    end
13. end
14. end
15. Return ($H_{\text{sum}} \cdot \text{AreaOfPixel}$) – $V(M)$;
```

as stationary points of the algorithm. Hence, it is not necessarily the case that the best sample obtained in step 1, will yield the overall best result in step 2. Hence, instead of using a single starting point, we use the best \( n \) results found in the sampling stage 1, and run the optimization algorithm [17] on each of the best \( n \) results. \( n \) is a parameter set by the user.

![Figure 2: \( V(S) \) for a cube (dashed black line) and a tessellated Utah Teapot model (shown in Figure 4 (b)) (solid blue line) in a general \( \phi \) position, is a non-smooth function of the angle of rotation \( \theta \).
](image)

### 4. Results

In this section, we present some experimental results for both Algorithm 1, in Section 3.2, and the optimization scheme described in 3.3. The experiments were run on an Intel i7-3770 3.4 GHz, with 8 GB of RAM, and using a GeForce GT 630 GPU. Unless otherwise noted, the pixel resolution used is 1024\(^2\), the sampling step size is five degrees, and \( n \), the maximal number of samples fed to the optimizer, is 100. To achieve orientation \( (\theta, \phi) \), models are rotated (relative to their original orientation) \( \theta \in [0, 360] \) degrees around the Z axis, and then \( \phi \in [-90, 90] \) degrees around the Y axis.

As part of our implementation of Algorithm 1, we applied several small optimizations to the Algorithm:

- a single rendering approach was used which proved to be more efficient on our system (computing \( Z_{\text{min}} \) by simply traversing all vertices on the CPU).
- we use the mipmapming hardware of the GPU to hierarchically calculate the linear sum (\( H_{\text{sum}} \) in the algorithm). In our tests this mipmap hierarchical computation was found to be faster than the shader based hierarchical summing approach proposed in [11].
- since the same model \( M \) is going to be rendered from numerous view directions, we compute once a bounding sphere to \( M \), properly position the bounding sphere in the rendering screen and rotate \( M \) around the center of the bounding sphere for all these numerous view directions.

In Section 4.1, we explore the accuracy of the algorithm in computing \( V(S) \). In Section 4.2, we examine the running times of the algorithm. Finally, in Section 4.3, we present some results for different models.

#### 4.1. Accuracy

In the following results of this section, accuracy (the error) is expressed as the difference between the theoretical \( V(S) \) and the computed \( V(S) \), normalized as a percentage out of the theoretical \( V(T) \) (that is, the total printed volume).

Figure 3 shows the accuracy of the computation of \( V(S) \) for two simple freeform shapes, for which \( V(T) \) and \( V(S) \) can be determined analytically, as a function of the quality of the polygonal tessellation used. Figure 3 shows that for a sphere the deviation, from the theoretical \( V(S) = \frac{1}{6} \pi r^3 \) and \( V(T) = \frac{2}{3} \pi r^3 \) values, decreases as the tessellation quality (and the number of triangles in the model) increases, as expected. Figure 4 (a) presents a model of a cube (with a side length of 4) with four quarters of a unit sphere removed from it. \( V(S) \) is calculated for an orientation in which two of the quarter spheres are on the downward facing face. Figure 3 shows again, for the model in Figure 4 (a), that the deviation from the theoretical \( V(S) = \frac{4}{3} \pi r^3 \), \( V(T) = 64 - \frac{4}{3} \pi r^3 \) decreases as the tessellation quality increases. Note the error in this case does not drop to zero because of aliasing errors explored in the coming examples.

![Figure 3: Accuracy of the computation of \( V(S) \) as a function of quality of the polygonal tessellation, for a unit sphere model (blue solid line), and the model of a cube with four spherical quarters removed from it (black dashed line), shown in Figure 4 (a) (oriented so one of the faces with the removed spherical parts is parallel to the \( XY \) plane).
](image)

Figure 5 shows the computed \( V(S) \) for a cube with one face parallel to the \( XY \) plane, rotated around the Z axis. The theoretical value of \( V(S) \) for the cube is clearly zero, but inaccuracies due to aliasing errors cause an imprecise computation of \( V(T) \) when the cube’s edges align with the rows, columns, or diagonals, of the rendered image. Overall, the aliasing error remains small (far less than 1% of the volume of the cube).

![Figure 4: (a) A test model \( M \), a cube with four spherical quarters removed from it. (b) A test model of a Utah teapot (with 3550 polygons). Both models are presented in the optimal orientation, that minimizes \( V(S) \).
](image)
Figure 6 shows the computed $V(S)$ of a cube using different (pixel) resolutions of the rendered image. Again, the expected theoretical value of $V(S)$ is zero, but just as in the previous example, inaccuracies due to aliasing errors cause an inexact result to be computed. The results in Figure 6 show the expected behavior of randomized error values that diminish as the resolution increases.

In summary, our experiments concerning accuracy lead us to believe one can achieve a sub-percent accuracy, even for cubes or other shapes that exacerbate aliasing errors, using a GPU based approach, and a resolution of 1024².

### 4.2 Computation Time

Figure 7 shows the average time needed to compute $V(S)$ in a single orientation, for a model of a cube, using different (pixel) resolutions. The tested resolutions are all powers of 2 in order to take advantage of the mipmaping hardware that can substantially accelerate the computation. As expected, computation time increases as the resolution increases, but remains below 0.025 seconds for all tested resolutions, and is about 2 milli-seconds for 1024².

Figure 8 shows the typical time needed to compute $V(S)$ in a single orientation, for sphere models using different levels of tessellation quality (number of triangles). As expected computation time increases as the number of triangles increases, but in a sub-linear rate as the number of polygons increase.

Figure 9 shows the time needed for the sampling step, and the time needed to find the optimal result (using the optimization algorithm) for the model of a Utah teapot (the model in Figure 4 (b)). The maximum $n$ used in our tests for the optimization step (as described in Section 3.3) is $n = 100$. For sampling steps that produce less than 100 samples all the samples from step 1 are used in the optimization step. Note that at roughly a sampling step of 25 degrees, the total number of produced samples is 100, which is why there’s a distinct drop in the optimization time after that point, having less than 100 points to optimize. The $n = 100$ optimizations, are faster for less than 25 degrees than for 25 degrees, due to the fact that the optimization algorithm converges faster when the starting locations are closer to the solution.

Figure 10 shows the optimal support volume $V(S)$ for the Utah teapot (Figure 4 (b)), achieved by just sampling, and that achieved by using the optimization algorithm. The figure shows that even without further optimization, a reasonably fine sampling can give fairly accurate results, in a reasonable amount of time. On the other hand, the optimization algorithm can find the optimal result ($V(S) = 0.1533$) even if the sampling resolution is quite coarse. For the Utah teapot model, the optimization algorithm only fails to find the optimal result when the sampling resolution is over 120 degrees. Figure 4 (b) presents the teapot in its optimal orientation.

Similar experiments performed for five other test models (see Figure 11) produce similar results: given a reasonably fine step size (sampling resolution), the sampling step gives results that are close to the optimum, while the optimization algorithm finds the optimal result even when a relatively coarse step size is used. In all our experiments, a sampling step of five degrees gave us a difference of less than ten percent between the best
4.3. Various Models

In this section, we present the experimental results of our algorithm for several complex models that are presented in Figure 11. Table 1 shows the results of the computation for these models. The sampling resolution used for these results is 5 degrees for both θ and ϕ (having 72 × 36 = 2592 samples), for optimization n = 100, and the pixel resolution used is 1024 x 1024. The results in Table 1 are consistent with previous results (in Section 4.2): a reasonable sampling resolution provides quick and fairly accurate results, while the optimization algorithm is slower but can be used to achieve the optimal result. Figure 12 shows the five models in their optimal printing orientations.

The columns in Table 1 are:

1. Model - name of the model, and a reference to its picture.
2. Triangles - the number of triangles in the model.
3. V(M) - the computed volume of the model.
4. Sampling V(S) - the best V(S) value found by sampling.
5. Optimization V(S) - the best V(S) value found by the optimization algorithm.
6. Sample Time - the total time taken by the sampling stage.
7. Optimization Time - the total time taken by the optimization stage.

Table 1: Computation results for Utah teapot (3162 triangles) for various sampling step sizes.

<table>
<thead>
<tr>
<th>Sampling Step [degrees]</th>
<th>Time [s]</th>
<th>Sampling Resolution [degrees]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>20</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>30</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>40</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>50</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>60</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Of special interest is the result of the Moebius strip. The orientation that intuitively one can assume will yield minimal V(S) is probably when the strip is in contact with the floor at two almost opposite locations (i.e., see image on the right). However, this intuition will result in a V(S) that is roughly 50% larger than the optimum in Figure 12 (e).

5. Conclusions

This work presented tools to aid in the selection of the optimal orientation, for 3D-printing. We introduced algorithms to compute, and then identify the best printing orientation, based on the minimization of V(S). We hope that future work will leverage this tool to formulate an overall printing orientation selection strategy. Such a strategy will have to weigh the optimization of V(S) against other objectives, and choose the best printing orientation based on the overall objectives of a specific application, and the 3D-printing process.

Because V(S) is a non smooth function, typically, and because derivative-free algorithms, like [17], are unlikely to yield a global optimum, one possible avenue for further research is the question of establishing bounds on the variations of V(S) as a function of changes in θ and ϕ. Specifically, it may be possible to derive a bound, Ls, on the variation of V(S) with respect to θ and ϕ:

\[ |V(S)(\theta + \epsilon, \phi) - V(S)(\theta, \phi)| < L_s \epsilon, \]

and

\[ |V(S)(\theta, \phi + \delta) - V(S)(\theta, \phi)| < L_s \delta. \]

Knowing the angular sampling step, Ls can then be used to bound the difference between the best result found using sampling, and the overall expected optimal result. Such a bound will allow one to produce an approximation algorithm for the optimal V(S) possibly without an optimization step, and allow one to set the necessary angular sampling step to achieve a needed accuracy.

Another avenue for further research is the question of support that is not necessarily directly below M. An example of such a support structure is discussed in [15], with the clear potential advantage of having a smaller V(S).

Finally, we have used a somewhat naive scheme to sample the angular space of orientations, by using a uniform sampling in the (θ, ϕ) angular parameter space. Clearly, one can exploit a more elaborate scheme of sampling the orientations uniformly in Euclidean space, over S^2.
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When rotating behavior of $V$ for which can be obtained by plane: volume of the truncated prism created between triangle $T$ (Figure 11) having vertices $p_i = (x_i, y_i, z_i), i = 0, \ldots, 2$. $V_T$ - the volume of the truncated prism created between $T$ and the $XY$ plane:

$$V_T = \frac{n_z (z_0 + z_1 + z_2)}{6},$$

where $n = (n_x, n_y, n_z)$ is the unnormalized normal of $T$ that can be obtained by $n = (p_1 - p_0) \times (p_2 - p_0)$. See also [18] for which $\frac{\pi}{2}$ is the area of $T$. For simplicity, we study the behavior of $V_T$ by rotating $T$ around a single axis, the $X$ axis.

When rotating $T$ around the $X$ axis by angle $\theta$, each $z_i$ becomes:

$$z_i \rightarrow z_i \cos(\theta) + y_i \sin(\theta), \quad i = 0, \ldots, 2,$$

and $n_z$ becomes:

$$n_z \rightarrow n_z \cos(\theta) + n_y \sin(\theta).$$

Substituting A.2 and A.3 in A.1 results in:

$$V_T(\theta) = \frac{n_z \cos(\theta) + n_y \sin(\theta)}{6} \left( (z_0 + z_1 + z_2) \cos(\theta) + (y_0 + y_1 + y_2) \sin(\theta) \right).$$

and after rearranging,

$$V_T(\theta) = \frac{1}{6} \left( n_z (z_0 + z_1 + z_2) \cos^2(\theta) + (n_z (y_0 + y_1 + y_2) + n_y (z_0 + z_1 + z_2)) \sin(\theta) \cos(\theta) + n_y (y_0 + y_1 + y_2) \sin^2(\theta) \right).$$

We show that the volume of support of triangle $T$, $\overline{V}_T(\theta)$, is not smooth as a function of $\theta$ by considering the simple individual case where the initial $T$ is parallel to the $XY$ plane, with the normal pointing down in relation to the +Z direction. The volume of support, $\overline{V}_T(\theta)$, of $T$ vanishes after $\pi/2$ rotation, when $n$ becomes coplanar to the $XY$ plane. $\overline{V}_T(\theta)$ can be written as follows:

$$\overline{V}_T(\theta) = \begin{cases} V_T(\theta), & \pi/2 \geq \theta \geq 0, \\ 0, & \theta > \pi/2. \end{cases}$$

If $T$ is parallel to the $XY$ plane, $n_z = n_y = 0$, and $\overline{V}_T(\theta)$ is reduced to:

$$\overline{V}_T(\theta) = \begin{cases} \frac{n_z}{6} (z_0 + z_1 + z_2) \cos^2(\theta) + (y_0 + y_1 + y_2) \sin(2\theta)/2, & \pi/2 \geq \theta \geq 0, \\ 0, & \theta > \pi/2. \end{cases}$$

$\overline{V}_T(\theta)$ is continuous at $\theta = \pi/2$. I.e $\overline{V}_T(\theta)$ vanishes as the trigonometric functions vanish for $\theta \rightarrow \frac{\pi}{2}$, however, its derivative $\frac{\partial \overline{V}_T}{\partial \theta}$, does not exist there:

$$\lim_{\theta \rightarrow \pi/2} \frac{\partial \overline{V}_T}{\partial \theta} = -\frac{n_z}{6} (y_0 + y_1 + y_2).$$
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Corollary Appendix A.1. \( V(S) \) of \( M \) is non-smooth at every orientation some polygon in \( M \) becomes vertical (or its normal becomes horizontal).

Consider the Gaussian sphere \( S^2 \) and consider the great circle \( C_T \subset S^2 \) orthogonal to normal \( n_T \) of some triangle \( T \in M \). Any view direction \( v \in C_T \) is a non-smooth transition in the support volume of \( T \). A plot of all great circles \( C_T \), for all \( T \in M \), will delineate the smooth regions of \( V(S) \) in \( S^2 \). The order of the number of intersections of \( k \) great circles in \( S^2 \) is \( O(k^2) \) and indeed the complexity of this arrangement can grow up rapidly. Figure A.13 show one simple example.
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