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Abstract

Recent non-volatile main memory technology (such as Intel’s Optane) gave rise to an abun-
dance of research on building persistent data structures, whose content can be recovered
after a system crash. Such data structures employ infrequent (yet, costly) flush instruc-
tions to write back crucial data from the cache to the non-volatile memory. The main focus
of previous work has been to minimize the overhead incurred by maintaining a consistent
state in the non-volatile memory. In this thesis we focus on the next important goal in this
domain: shortening recovery time. We start with the Mirror construction, which is one
of the most effective general construction for efficient persistent lock-free data structures
available today, and we extend it with a lazy recovery procedure. The resulting system has
almost zero recovery time, with an overhead that quickly descends following a crash event.
We implemented the proposed methodology on a hash table, a skip list, a binary tree,
and a linked list. The evaluation shows that following a crash, even large data sets with
millions of nodes become responsive immediately. The overhead of lazy recovery slows the
structure for a couple of seconds until it regains maximal performance. We show that lazy
recovery is especially efficient for hierarchical data structures such as trees and imbalanced
key distributions such as zipfian.



1. ABSTRACT

Abbreviations

NVMM  Non Volatile Main Memory
DRAM  Dynamic Random Access Memory

CAS Compare And Swap
DWCAS Double Width Compare And Swap
SMR Safe Memory Reclamation
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Introduction

Durable data structures form building blocks for constructing reliable systems, but their
durability usually comes with a performance overhead. To improve efficiency, many storage
systems employ in-memory data structures, which alleviate the secondary storage perfor-
mance bottleneck. With the advent of non-volatile main memories (NVMM), which offer
durable and byte-addressable access, at speeds comparable to main memory (DRAM), a
new era of durable in-memory data structures has emerged [15, 19-21, 26,42 54]. Such
durable data structures obtain performance that is much closer to the speed of in-memory
volatile data structures than to traditional storage systems, allowing durability at a much
lower cost.

Designing durable data structures is non-trivial, because the cache is still volatile in
current systems, and their content is lost upon a crash. During execution, the hardware
regularly evicts cache lines in an unpredictable order which may leave the NVMM in an
arbitrarily inconsistent state; some updates may already be written-back and others may
still be volatile and can potentially be lost in case of a system failure. Special write-back
instructions are provided by the hardware, enabling the programmer to control the order
of data movement from the cache to the memory, but these instructions bear a high cost.
Designing algorithms with a minimal number of flush executions turns out to be difficult
and error-prone. This made general constructions, which allow the user to easily transform
a data structure into a durable data structure attractive.

To transform volatile data structures into durable data structures new techniques were
developed. One such technique is logging the actions of the data structure, allowing for
the recovery of lost actions. Another technique is fine-grained durability control, minimiz-
ing the use of the aforementioned write-back instructions as much as possible while still
guaranteeing correctness. Furthermore, the use of NVMM and DRAM simultaneously as
done in Mirror [21] further reduces the overhead by frequently accessing DRAM, which is
currently still faster than NVMM. This allows Mirror, a general construction, to compete
with hand-crafted persistent data structures.

While there has been significant progress in making durable data structures efficient,
shortening the length of the recovery phase, i.e., the time interval after a crash in which
the data structure cannot execute operations, has not received much attention. In fact, a
trade-off has implicitly been placed between obtaining high-performance and achieving a
fast recovery after a crash. Three avenues are typically used to build durable data structures:
ad-hoc constructions, durable transactions, and general transformations. An ad-hoc durable
data structure is built for a specific data structure, such as a linked-list or a skip-list.
Significant wisdom is exercised to obtain an efficient structure with a minimal number of
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2. INTRODUCTION

persist instructions. Zuriel et al’s construction [58] of set data structures is arguably the
most efficient today, but it suffers from a long recovery, whereas the slower durable data
structures of David et al. [15] obtains faster recovery time. As ad-hoc data structures are
hard to get right for non-experts, programmers sometimes turn to transactions or general
transformations. Durable transactions are known to yield low performance, but provide
moderate recovery time. The recovery time usually does not depend linearly on the size
of the data structure, but only on the size of a log of recorded modifications, which is
typically of moderate size. Finally, general transformations, which are the focus of this thesis
present a similar trade-off. General transformations take a non-durable concurrent data
structure and generate a similar data structure (with the same operations) that is durable.
The simplest and least efficient general transformation of Izraelevitz et al. [33] generates
durably linearizable data structures by inserting flush and fence instructions at every load
and update. This yields data structures with low performance, but very short recovery
time. Advanced transformations like NVTraverse [19] and TIPS [37] incur a long recovery
in which one needs to traverse the data structure or a substantial log before execution can
resume. A state-of-the-art general transformation that generates highly efficient durable
data structures is the Mirror transformation [21], yet data structures generated by Mirror
require a long recovery time, which is linear in the size of the data structure.

A failure accompanied by a long recovery time, may render data inaccessible for a long
period, defeating the purpose of storing the data in durable storage in the first place.
Mirror [21] obtains high performance by storing a duplicate of the data structure on the
DRAM, where loads are executed at high speed. Unfortunately, Mirror needs to copy the
entire data structure from NVMM to DRAM during recovery, causing a long recovery, and
inaccessible data following a crash.

In this thesis, we present RELAX (REcovering LAzily from failed eXecutions). RELAX
extends the Mirror transformation to generate data structures that provide the best of both
worlds. On one hand, the generated data structures enjoy performance that is almost equiv-
alent to the one obtained by the original Mirror transformation. On the other hand, the
generated data structures are able to execute almost immediately after a crash. This is
achieved by allowing recovery to run lazily, concurrently with standard data structure op-
erations. Lazy recovery allows immediate access to the data post-crash, at the cost of
lengthening the recovery process. During RELAX’s recovery, while the necessary informa-
tion is being concurrently copied from NVMM to DRAM, the data structure performs at
a reduced performance. Once all nodes are recovered, the data structure returns to full
speed.

Mirror provides functionality by extending the std: :atomic type of the standard C++
library with the patomic type. The simplest version of RELAX offers a fully general version
of the patomic type, similarly to Mirror. However, this simple general method incurs a non-
trivial overhead on normal (non-crashing) execution, as shown in the evaluation. Therefore,
we study optimizations that fit standard operating systems and widely used data structures
that speed the generated data structures and obtain the desired performance. For example,
when generating a recursive data structure (such as a skip-list or a binary search tree) on
standard operating systems (such as Linux or Windows), RELAX can reduce recovery time
to a few milliseconds with performance almost equal to Mirror with an overhead of 0 — 5%.
All versions of RELAX are presented in section 6.2

Like Mirror, RELAX can be applied to all lock-free data structures to create durable
ones. We believe that similar techniques can be applied to other transformations, but
much care must be put into performance and correctness. Extending the recovery design
to be lazy and concurrent with program operations is non-trivial. Since recovery operates
concurrently with the data structure operations, in a lock-free manner, extra care is needed
to ensure both high performance and correctness. This is true especially for Mirror, where
two consistent copies of the data structure are maintained, one in DRAM and one in NVMM,
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as in Mirror.

Contribution And Organization

The main contribution in this thesis is in obtaining the best of both worlds: RELAX gener-
ates durable data structures with both low durability overhead, and a short recovery time.
The technical challenge is due to concurrency: concurrent lazy recovery and concurrent ex-
ecuting threads need to execute concurrently correctly, while aiming at high performance.
Finally, we provide multiple solutions according to the various guarantees available with
existing operating systems, and according to the shape of the target data structures.

The rest of this thesis is organized as follows. Chapter 3 discusses the setting, presents
correctness definitions. Chapter 4 presents an overview of the Mirror algorithm, which
is integral to an understanding of RELAX. Chapter 5 discusses related work. Chapter 6
provides a detailed description of the RELAX construction and its correctness is argued
in Chapter 7. The experimental evaluation for different data structures is presented in
Chapter 8. Finally, Chapter 9 concludes.
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Preliminaries and System
Model

In this chapter, we define our assumptions about the underlying hardware and discuss
related assumptions.

3.1 Persistent Memory

We consider a system of n processes p1, pa, ..., pp acting asynchronously with a shared mem-
ory system. This memory system is composed of three parts: (a) a volatile DRAM (b) a
non-volatile main memory (NVMM) which is somewhat slower than the DRAM and (c) a
volatile cache which is much faster than the DRAM, and stores recent accesses from the
DRAM and NVMM.

Each process may access the DRAM or NVMM in byte granularity, which first goes
through the cache. A write may stay in the cache for an unknown period of time, before
being implicitly written back to the DRAM or NVMM. A process may also decide to
explicitly force the cache to transfer a particular write to the DRAM or NVMM. After a
crash, only the memory in the NVMM remains valid, while both the DRAM and caches
are lost. For the sake of generality we assume the content of the DRAM after a crash is
arbitrary.

Like Mirror, we use the Px86 persistency model [18] with the full-system crash model by
Izraelevitz [33]. The persistency model does not impact the proof of RELAX’s extensions,
because RELAX’s extensions operate between crashes without any persistence instructions,
as any action of RELAX need not persist after a crash.

3.2 Explicit Write-Backs

A process can force an explicit write-back using a combination of two instructions. The
first is flush which instructs the cache to evict a particular address to memory. This
instruction however, is non blocking in its most efficient implementation, which means
that a write followed by a flush might not be immediately persisted. To address this issue
a fence instruction needs to be executed. The fence instruction guarantees write and flush
operations cannot be reordered beyond the fence, i.e., no further instructions can become
visible to other threads before write-back to non-volatile memory is completed. The specific
instructions for each processor can be found in the respective manual (Intel [29,30], AMD [1],
ARM [2]), see further details in [19,50].



3. PRELIMINARIES AND SYSTEM MODEL

3.3 Durable Linearizability

We consider programs that execute data structure operations. Every operation’s invocation
and response are considered events which are related to the calling process. An invocation
happens just before the first instruction is executed, and a response occurs just after the final
instruction of the operation is completed. A crash is another event, that is not associated
with any particular process, and resets all volatile memory. During a crash event the
persistent memory is not affected. A history is defined as a finite series of events. A
linearizable history is one where any operation can be considered to take effect instantly at
a single point in time, between its invocation and response while satisfying the specifications
of the sequential data structure [28].

Izraelevitz et al. extended linearizability to system-wide crash events [33]. A history
is durably linearizable [33] if, after removing all crash events from the history, it remains
linearizable. This means that any operation that completed before a crash must be visible
after the crash along with some of the operations still in execution during the crash. In
addition, if an operation survives a crash, then all operations it depends on must also
survive the crash. To satisfy durable linearizability, the execution model may allow a
recovery operation, which is called right after a crash. Note that a crash may also happen
during recovery time (of a previous crash).

RELAX applies to lock-free data structures, which are a good fit for persistence. A data
structure is lock-free if one of its threads must make progress, even in worst-case scheduling
scenarios. In particular, threads must be able to make progress even if one or more threads
stop responding. Since a thread may stop executing at any time, and execution cannot be
disrupted, a lock-free data structure provides a consistent data structure state throughout
its execution, which matches persistence very well. Whenever a crash occurs, a lock-free
data structure must be in a consistent state, and so it can be recovered, if its state is well-
represented in NVMM. Persistent lock-free data structures can be found in various papers,

c.g., [ 9 7 ) ) ]



Mirror Overview

Our lazy recovery algorithm extends Mirror [21]. For the sake of completeness, this chapter
provides a brief overview of the Mirror construction.

The Mirror library is a general construction that provides durability automatically. It
is easy to use, and it eliminates the need of a programmer to comprehend the complexities
that arise when designing algorithms for non-volatile main memory.

The Mirror library extends the std::atomic library [5], adding support for per-
sistence on non-volatile main memory, by overloading existing operations, e.g., com-
pare_exchange_strong, load, store, etc. To use the library, only the following is required.
Every field within a persistent object simply needs to be converted to patomic. The alloca-
tor wrapper needs to be used in every allocation, and a tracing operation must be provided.
The purpose of the tracing mechanism is to be able to trace all the reachable data from the
persistent roots after a crash and persist only reachable data. Mirror supports up to 8-byte
fields, though support can be extended to larger fields using a layer of indirection, making
the persistent field point to the larger field and changing fields by switching pointers.

When a crash occurs, a recovery operation is invoked, which traces all nodes in the
data structure and copies each one to the DRAM, to allow further operation execution on
the data structure. The recovery process is lengthy, and it is assumed that crashes occur
infrequently. Still, we would like to be able to return to normal operation much earlier,
even if crashes are infrequent, as recovering from a crash can take a long time. RELAX,
proposed in this paper, employs lazy recovery to achieve this desired goal.

In the underlying construction, each persistent object has two replicas: volatile and
persistent. Persistence is achieved by the persistent replica that resides on NVMM and is
always flushed for persistence. The volatile replica resides in DRAM. By placing it in the
DRAM, reading this replica becomes more efficient. Indeed, during normal execution, Mir-
ror reads all data from the volatile replica. To ensure consistency between replicas, writes
are carefully executed on both the volatile and the persistent replicas. The Mirror library
maintains consistency between the two replicas while concurrent writes and reads occur,
by implementing the patomic type with two fields: an std::atomic value that contains
the actual value, and a corresponding std: :atomic sequence number. Linearizability [28]
is guaranteed by a careful write procedure, that makes sure the volatile replica update is
delayed by at most one value behind the non-volatile update. The sequence number is used
to signify how many updates occurred on the related field. Each time a value is updated,
the associated sequence number is increased monotonically, and ABA problems are avoided.

To support both replicas, Mirror’s allocator implements two operations. The first, called
init, mmaps a persistent and a volatile memory region. The second, called alloc, which

9



4. MIRROR OVERVIEW

is an allocator wrapper, guarantees the allocation of an object on both regions.

Next we will explain Mirror’s writing operation, which delicately updates both replicas
to preserve durable linearizability. The write is first done on the NVMM, the persistent
replica, and then on the DRAM, which is the volatile replica. Every write is executed
using the CAS operation. As store and fetch add may never fail, they keep calling the
CAS operation until they succeed. The pseudo-code of the CAS is taken from the original
paper [21] and presented in Figure 4.1. Let v be a variable located on both replicas. First,
it needs to verify that the value in the persistent replica is equal to the value in the volatile
replica, both in terms of the sequence number and the value itself (lines 5-16). Since reading
both the value and the sequence number is not atomic, the sequence number is read twice
to guarantee that the value is indeed related to this sequence number. After verifying that
both the volatile and persistent values are equal (after line 29), a new value can be written
to the persistent replica. The new value will contain the new value itself and a sequence
number that is increased by 1 compared to the last written sequence number. Every write
is executed with the DWCAS instruction, double-width-compare-and-swap, which swaps
two adjacent locations atomically in line 40. Upon success, the same value is written to
the volatile replica in line 44, and the write is finished. Upon failure, another thread has
attempted to write the value v to the volatile memory. In any case, the operation can be
completed.

In case of a failure in writing the value to the persistent memory, the thread that failed
in writing v helps the thread that succeeded by writing the successful value in the volatile
replica in line 47 and returns false.

The last case is where the value read in the volatile replica is different than that read
from the persistent replica. This case means that there is another ongoing concurrent
operation, and the current thread needs to help it (line 19).

10



Algorithm 4.1: Patomic Compare_exchange strong Implementation

template < typename T >
bool patomic<T >::compare_exchange_ strong (T& expected, T newVal)
patomic<T>x rep_p_addr = REP_V_2_ REP_P(this);
while (true) {
rep_p_seq = rep_p_addr—>seq; // Read rep_p
rep_p_val = rep_p_addr—>val;
rep_p_seq_again = rep_p_addr—>seq;

rep_v_seq = this—seq; // Read rep_v
rep_v_val = this—val;
rep_v_seq_again = this—>seq;

// Restart if seq and wval inconsistent
if (rep_p_seq_ again!=rep_p_seq ||
rep_v_seq_again!=rep_v_seq)
continue;

// Help to complete another ongoing write
if (rep_p_seq = rep_v_seq+1) {
FLUSH (rep_p_addr);
FENCE ();
before = {rep_v_val, rep_v_seq};
after = {rep_p_val, rep_p_seq};
DWCAS(this, before, after);

continue;

}

// Make sure we have the same versions
if (rep_p_seq != rep_v_seq) continue;

// If wvalue on rep_p is not ezxpected, fail
if (rep_p_val != expected) {

expected = rep_p_val;

return false;

}

// Update rep_p

before = {rep_p_val, rep_p_seq};

after = {newVal, rep_p_seq+1};

bool res = DWCAS(rep_p_addr, before, after);
FLUSH (rep_p_addr);

FENCE () ;
if (res) {
DWCAS (this, before, after);
} else {
if (before.val = expected) continue;

DWCAS (this, {rep_v_val, rep_v_seq}, before);

}

return res;

H=
H=



A1eiqi jenua) JeyoeA|g ‘Abojouyosa | Jo aynjiisu| [aeIs| - Uuoluyda | @



Related Work

Many existing durable constructions can be roughly divided into data-structure specific
implementations or general constructions. General constructions are normally less efficient
but easier to integrate and can be used with a wider variety of algorithms.

The general constructions usually use a logging mechanism to be able to fully re-
cover from a system failure. To provide crash consistency across system failures, gen-
eral constructions for persistent applications are usually built upon transactional in-
terfaces. These interfaces rely on having two versions of the data, usually by main-
taining some sort of a logging mechanism, e.g., journaling, undo/redo/shadow logging,
ete. [3,7—10,12,14,22-2531,32,35-37,40-42,44,51,55]. Logs are used for recovering to a
consistent state, as they are usually persisted before the actual change is made to the data
itself. A large effort has been invested to improve logging techniques over the years.

Haria et al. [26] provide a library of C++ data structures which relies on shadow paging.
Only one fence is used per operation, but not guaranteeing durable linearizability [33], as it
allows for a stale version of the data structure to reappear after a crash, unlike in RELAX.
During recovery, they rely on garbage collection to clean up allocated memory from an
incomplete FASE, based on reachability analysis. This recovery method, as mentioned in
Section 6.5, requires a long downtime after a crash.

Pronto [12] adds durability to volatile data structures by using Asynchronous Semantic
Logging (ASL) to convert each operation on a volatile data structure into a failure-atomic
operation. It creates periodic, persistent snapshots of the data structure on NVMM. To
recover, Pronto replays semantic log entries recorded after the latest snapshot. During
evaluation Pronto did not recover immediately unlike RELAX. It displayed a recovery time
of 7 seconds for 32GB of data.

Xu et al. [57] presents Clobber, which logs the minimal set of writes that guarantees a
consistent state after recovery. Upon a system crash, the recovery restores all the overwrit-
ten inputs, and re-executes the transaction until it completes, for every thread. Clobber,
however, provides ACID semantics, which are weaker than durable linearizability [33], and
have only one copy in the non-volatile main memory, providing slower reads than RELAX.

FlatStore, designed by Chen et al. [6] proposes a persistent key-value storage engine.
They decouple the role of a key-value store into a persistent log structure and a volatile
index for fast indexing. After reboot, FlatStore loads the volatile index to DRAM, which
might require a significant time, same as in Mirror [21]. In case of a crash, FlatStore
sequentially scans its log to recover all the volatile data structures.

PMThreads [56] does not use a log, but uses two copies of the data in order to provide
transparent failure-atomicity for lock-based parallel programs. The application writes to a

13



5. RELATED WORK

volatile buffer, which is eventually written to the active copy in the persistent memory. As
these updates happen periodically, it only guarantees buffered durable linearizability [33],
which is weaker condition than the one that RELAX provides.

Using a log, however, is very expensive due to the redundant writes one need to execute
to the persistent memory. Updating a copy, on the contrary, might reduce some of these
writes, but it might also degrade the performance as the updates to the active copy are
eventually serialized.

Another trend of general constructions eliminates the need to execute extra writes re-
lying on lock-freedom. Updates to a lock-free data-structure always leave it in a consistent
state.

Izraelevitz et al. [33] presented a general technique that provides durable linearizability
for any lock-free data structure. The construction requires inserting a flush and a fence for
every shared read and write, which is not practical in terms of performance, as demonstrated
in chapter 8. Recovering however, requires minimal time.

Zuriel et al. [58] eliminated the need to persist every shared read and write by not
persisting any pointers, for set data structures, which improved performance tremendously.
Recovering after a crash, however, requires traversing the entire heap and looking for valid
nodes in the persistent memory, which might be very slow.

Friedman et al. [19] introduced NVTraverse, which is another general technique for
constructing durable lock-free data structures. It provides an automatic way to insert
flushes and fences for data structures that have a special traversal form. After a crash, it
requires traversing the entire data structure and trimming all the virtually deleted nodes
before new threads start to operate, unlike RELAX.

AutoPersist [52] uses another approach. It transparently and dynamically ensures that
all reachable data from predefined durable roots will eventually reside in the NVMM. On
recovery, it relies on tracing all the reachable object by the garbage collector, and cannot
start working immediately, as RELAX can.

TIPS [37] uses logging to provide durable linearizability for any key-value store scheme.
In addition, the DRAM contains a hashtable cache that accelerates reads. When recovering
from a crash TIPS must process the entire log. During evaluation a recovery time of 9
seconds was measured, compared to RELAX’s milliseconds.

Log-Free Concurrent Data Structures [15] provides hand-tuned techniques for construct-
ing an efficient durable lock-free data structure. Durable linearizability is achieved using
the link-and-persist technique. Updates are accumulated and persisted together using a
link-cache, and a sync must be called in every operation in order to keep it durably lineariz-
able. While David et al. [15] provide techniques for building durable data structures, those
techniques require hand-tuning from an expert user. Complexity-wise, their recovery time
is linear at the amount of active memory areas, or the size of the data structure, compared
to RELAX’s recovery which is O(1) for all data structures.

RELAX’s challenges resemble challenges of concurrent garbage collection algorithms
that attempt to move an object while other threads are attempting to modify it (e.g., [17,

,46,47,53]). However, challenges for concurrent relocating garbage collectors are more
complex because RELAX can copy each field before the program accesses it, and it just
needs to make sure that all concurrent threads comply. In contrast, garbage collection must
allow concurrent modifications of objects while the objects are being moved.

RELAX’s challenge of ensuring data availability before access is reminiscent of a paging
mechanism needing to page in data before it is accessed. While page-level recovery has the
advantage of sequential access, it also has two main drawbacks. From a performance per-
spective, copying an entire page implies also copying un-allocated data unnecessarily, which
may reduce performance. From a correctness perspective, RELAX coordinates concurrent
recovery by multiple threads using the same version field that Mirror uses. Synchronizing
data structure operations against copying is a further challenge for a page with no semantic
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fields and correctness is more involved. Without full blocking, a field could be recovered
and further modified by one thread, before a second delayed thread overrides the new values
with older values from recovery time.
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RELAX

6.1 Overview

In this chapter, we present the RELAX transformation. RELAX extends Mirror [21] with
a responsive recovery algorithm, so that data structures created with RELAX can imme-
diately start execution after a crash.

RELAX is composed of two parts. It inherits the patomic type from Mirror, with
updates discussed in the next few sections. Following a crash, Mirror copies the entire data
structure from non-volatile to volatile space. Thereafter, the data structure is in a consistent
state and regular execution can proceed. In order to provide swift recovery, RELAX starts
executing with most of the data structure stored only in the NVMM. While executing,
RELAX tracks which data has been recovered. Recovered data is accessed in DRAM,
whereas unrecovered data is first copied from NVMM to DRAM before being accessed. A
tracking mechanism is used to track which fields have been recovered to the DRAM. The
process can be seen in figure 6.1.

We start in section 6.2 by specifying how a programmer can take a lock-free data struc-
ture and use RELAX to make it persistent. Next, we present the basic algorithm for recov-
ering a single patomic field in Section 6.3. We then discuss how to ensure each patomic is
lazily recovered transparently and efficiently before it is first accessed after a crash in Sec-
tion 6.4. We discuss the memory management system we used in Section 6.5 and describe
a way to convert it into a persistent safe memory reclamation scheme in Section 6.5.1. We
argue about correctness in Chapter 7.

6.2 RELAX’s interface

The Mirror library requires the programmer to convert all fields they wish to persist into
patomic. Mirror also requires the programmer to provide a traversal function that traverses
all the data structure nodes that are reachable from the roots. This traversal function is
used in the recovery process to copy all reachable data from NVMM to DRAM. RELAX
does not need to traverse the data structure during recovery, and therefore, it eliminates
the need to provide a traversal function.

Mirror provides the patomic type which extends the standard C++ library’s
std: :atomic type. RELAX provides a similar type denoted BitsetPatomic which works
for the general case (similarly to Mirror) with no extra assumptions. However, the most
general case bears a noticeable overhead. While the recovery process allows the data struc-
ture to respond almost immediately, the normal execution (when no failures occur) becomes
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Figure 6.1: RELAX System overview
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Figure 6.1 displays the process of loading an unrecovered patomic field. When a patomic
is already recovered, steps 2 and 3 can be skipped and the value can be directly returned.

slower as can be seen in the evaluation in chapter 8. During this section we will start the
description with the general case and no assumptions made. Later we also study two practi-
cal assumptions that enable performance optimizations. We study each of the assumptions
separately, and then also the case where both assumptions hold.

The first assumption is that the data structure is recursive. Namely, it consists of nodes,
connected using pointers. We also assume that the programmer is willing, when declaring
persistent patomic fields, to distinguish between pointers and data (non-pointers) fields.
This assumption on the data structure and on being able to identify persistent pointer fields
allows effective optimizations that will be described below.

The second assumption that allows optimizing performance is that the operating system
zeros a memory space when it is mmap’ed. This assumption is common in practice due
to security concerns, and in particular, it holds for Linux and Windows [39,43]. The
initialization assumption implies that after a crash, the region of volatile memory to which
we copy the data structure is initiated with zeros. Its content is not arbitrary. Using this
assumption simplifies the algorithm and allows optimizations unavailable for the general
case.

6.3 Recovering a patomic Field

RELAX uses the same patomic API as Mirror. The patomic type supports all C++’s
atomic operations, but RELAX also extends this type with a (private) recoverField
method. After a crash, RELAX internally makes sure that the recoverField method
is called on each individual patomic before it is accessed. The goal of the recoverField
method is to make sure that the patomic’s NVMM version has been copied to DRAM after
the crash.

In the original Mirror setting, all fields are copied from NVMM to DRAM after a
crash (before starting to execute operations) and therefore all fields are ready for access.
Unlike Mirror, RELAX starts operation immediately after a crash, allowing recovery to
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6.3. Recovering a patomic Field

run concurrently with data structure operations. This means that data needs to be copied
concurrently with the execution and there are multiple threads trying to complete operations
and copy data from the NVMM to DRAM at the same time. Therefore, recovery needs a
more involved concurrent algorithm, which we present below. In Section 6.3.1 we describe
how to recover a field when recovery is needed, and in Section 6.4 we describe how to decide
whether a field needs to be recovered (i.e., has not been previously recovered).

6.3.1 The Algorithm

We note first that RELAX cannot use a simple memcpy to copy data from NVMM to
DRAM. As concurrent operations are executing, one thread can run memcpy to copy the
NVMM value to DRAM, and then update the field value in both NVMM and DRAM. But
a concurrent thread, running a bit slower, may overwrite the new value with the older value
from NVMM due to its own slower memcpy execution, leading to an incorrect execution.

A seemingly simple solution to the above problem could be to use a DWCAS [30] in
the copying process and relying on the sequence number (included in each patomic field)
to prevent a delayed DWCAS attempt on a field that has already been copied and mod-
ified after the crash. But this solution is not linearizable (not correct) if the content of
the DRAM after a crash is arbitrary. In particular, it is possible that after a crash, the
value and sequence number of a field on the DRAM coincidentally are set to some value
and sequence number that confuse a slow recovering thread into rolling-back DRAM val-
ues. An example of such a scenario is depicted in Figure 6.2. The upper square represents
the content in the NVMM and the lower square represents the content in the DRAM. A
process, p1, attempts to recover a field, and in preparation to copy, it reads the content
NVj from the NVMM and V; from the DRAM. the process p; stops right before executing
a DWCAS to rewrite the DRAM field. At that time, another process ps recovers the same
field and completes, copying NV; to DRAM. Then, ps continues execution, writing new
content to both the NVMM and DRAM. At some point, ps writes the content con to both
NVMM and DRAM and by coincidence con equals V;. Finally, p; wakes up and wants to
write the content it read, NVi, to the DRAM. It uses DWCAS, which sees con = V; in
the DRAM, allowing DWCAS success, overwriting DRAM with NVj. As the original Vj is
arbitrary, it can exactly match both value and version number that confuse the erroneous
DWCAS. Subsequently, any process that tries to read from the patomic field will see NV;
instead of po ’s con. This scenario shows that correctness is not obtained because either
the semantics of the data structure are violated by introducing a new value with no cor-
responding operation, or the order of operations of the same thread are reversed, violating
linearizability.

Figure 6.2: A problematic scenario

NV{ | p; reads |NVi | p, copies |NV{ | p,continuesto | con | p; DCAS | con
> » —_ ... —» >
Vi | NVy &V; | Vi | NV; to VM | NV | write new content | con |NV; to VM | NV

Time

The main problem in the above example is that the DRAM content of the field following
the crash matched an actual subsequent field content in the execution. Recall that the
content of each patomic field consists of (val, seq) pairs where val is the value written by
the application and seq is a separate number signifying how many times the field value was
modified. To eliminate the above problem, we use seq to prevent such scenarios. To this
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end, we make sure that the sequence numbers in the DRAM field content after a crash
will not appear in a subsequent NVMM content within a very long time after the crash.
This would ensure Vi, that includes the sequence number will not equal con. To avoid
unnecessary updates, we only update the NVMM sequence (NV M M.seq) if NV MM .seq
could reach DRAM .seq in at most 263 updates. If this can occur, we modify NV M M.seq <
DRAM .seq + 1, which guarantees it would take at least 263 updates to reach either the
original DRAM sequence or the original NVMM sequence. This guarantees that sequence
numbers do not repeat, and so contents do not repeat ensuring recoverField will not write
old data to the DRAM.

The RELAX recoverField algorithm is presented in Algorithm 6.2. The algorithm
starts (lines 1 — 2) by reading the value and sequence number from the DRAM and then
from the NVMM. If both values and sequence numbers match, the data is in a stable
state and no recovery is needed. If not, in Line 4 we check whether the DRAM starts
with a sequence number that might be reached from the NVMM sequence number in less
than 203 updates. As previously discussed, and illustrated in Figure 6.2, this could lead to
overwriting valid modifications. In Line 4.1, if there is a potential sequence number collision
we modify the NVMM’s sequence number to be higher than the DRAM’s sequence number,
specifically higher by 1, which is Sp + 1 in our case. If Sp = Syy then the above problem
will not occur and we do not have to take action, thus we can directly continue to Line 5.
Once we ensure that the DRAM sequence value does not reach the NVMM sequence due to
its arbitrary initial content, we modify the DRAM field to equal the content of the NVMM
in Line 5, concluding recovery and allowing threads to rely on the DRAM’s content when
executing the data structure’s operations.

Algorithm 6.2: RecoverField

RecoverField (address):
1 : read (Vp,Sp) from DRAM (address)
2 : read (Vyy, Syy) from NVMM (address)
3:if (Vyv,Snv) = (Vp, Sp) return
4:if 0< (Sp —Syy) mod 264 < 963
4.1 : if CAS(NV M M (address).seq, Snv, Sp + 1) fail, goto 1
4.2: Syyv =Sp+1
9 DWCAS(DRAM(add?"eSS) N (VD, SD) s (VN\/, SNV))
if DWCAS fails, goto 1

6.4 Tracking Recovery

In this section we describe how to tell whether a patomic field has already been restored
since the last crash, or whether one needs to execute recoverField before accessing it. We
could avoid tracking field recovery by calling recoverField before any load and store of a
patomic field, but such a solution degrades performance significantly.

A natural solution to tracking field recovery is to use a flag for each patomic field
signifying whether it was already recovered. We start with a simple solution that does not
perform optimally, and then discuss assumptions that allow performance optimizations. To
distinguish the different versions of the algorithm, we name patomic differently for each
version.
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6.4.1 Using a Markbit Separate Table.

The simplest solution for storing the recovery flags, is to use an external markbit table, with
a single bit per potential field address, signifying whether a recovery was already applied to
this field. In this simple case we replace the name patomic with BitsetPatomic. Given an
address of a BitsetPatomic field, we query its associated mark bit in the markBit table,
which represents the recovery flag. We can then call recoverField if the associated flag in
the markbit table is unmarked. After calling recoverField we mark the markbit table to
avoid redundant repeated calls to recoverField.

A problem with this approach is that the markbit table must be initialized before the first
usage, which is costly, and defies the attempt to make a quick recovery. A straightforward
initialization of an array takes O(n) time', and must occur before execution can begin.
To resolve this problem, we employ an array with O(1) initialization time, for which a
concurrent lock-free variant was recently proposed by Jayanti and Shun [34]. However, this
method uses auxiliary arrays to initialize the array when accessing an individual cell. These
auxiliary arrays contain in total two indices for each word in the main array. As a result,
this method adds a space overhead, as each 64 bits in the markBit table, associated with
64 patomic variables, require at least 16 bytes. Which translates to 1 byte in a markbit
table for every 64 bytes of data. This method offers an O(1) initialization, but trades off
memory overhead. Locality is also harmed, due to the need to access an external array
during a load, which harms performance. In what follows we attempt to improve over the
simple markBit table (that employs the O(1) initialization scheme) by looking at realistic
assumptions that can be made with standard data structures and systems.

6.4.2 Recursive Data Structures.

Our second method works with recursive data structures, which are widely used in practice.
Recursive data structures consist of nodes connected by pointers (e.g, linked lists, trees, skip
lists, but not arrays). A recursive data structure has (a small number of) root pointers from
which all other nodes can be reached. Given that the data structure is recursive, we can
improve the maintenance of the recovery flag (the mark bit). We place the bit that signifies
whether a node has been recovered (copied from NVMM to DRAM) in the pointer to
the node. Assume first that there is a single pointer pointing to each node (such as in a
linked-list or a tree, but not a skip list). In this subsection we present an algorithm that
works for this case, and we deal with multiple incoming pointers later in Subsection 6.4.3
below. The idea is that a pointer to an object will tell whether the referent is already
recovered or not. A traversal of the data structure can make sure that all traversed nodes
are recovered by examining the pointers on the way and recovering any node that is not
yet recovered, before accessing it. For this method we denote persistent pointers with the
type MarkablePatomicPointer and other non-pointer atomic fields use the type patomic.

This algorithm requires that the programmer provides a simple recoverNode method.
This method receives a pointer to a node, and it calls recoverField for each field in
the node. This method can be automatically generated when the programming language
provides a reflection operation that can generate a list of fields for a given object, and it is
trivial for the programmer to write such a method.

To place a flag on a pointer, we note that objects are often word-aligned (8-bytes-
aligned), which leaves the three least-significant bits (LSBs) of each pointer permanently
zeroed. We use the third LSB to mark whether the referenced object has been recovered.
After a crash we recover the roots of the data structure by copying them to DRAM and
setting their mark bit to signify that the objects they reference have not been recovered.

nitialization time is O(n) when n is the size of the NVMM memory space, which is higher — and
potentially much higher — than the data structure size.
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From then on, the program can only reach an object through recovered pointers, which are
marked if pointing to unrecovered objects. Thus when dereferencing a marked reference
(via the load method of the MarkablePatomicPointer field) the load method will recover
the referenced node (via the recoverNode method) and reset the mark bit of the reference
itself. Thus the recoverNode will be called before accessing any unrecovered nodes.

Lock-free data structures (which we make persistent by the RELAX transformation)
often make use of LSBs of a pointer to mark objects for deletion (e.g., [18,27,45]). But the
algorithms we are aware of only use the first two LSBs for this purpose, and this is why
we propose to use the third LSB for marking the recovery of a referent. The advantage
of keeping the recovery bit in the pointer to an object is that we often have to read this
pointer to access the object, and so the pointer is still in the cache when we check whether
the referenced object has been recovered. This reduces the excessive number of cache misses
and the space overhead that the general bitmap solution imposes.

To implement this approach, we extend the patomic<T*> class of the Mirror construc-
tion to MarkablePatomicPointer<T> which inherits from patomic<T*>. Pointer fields
in the data structure should be declared as MarkablePatomicPointer, whereas non-pointer
fields should be declared as patomic. MarkablePatomicPointer<T> is a patomic of a
pointer and has all of its methods, with two methods modified: recoverField and load.
The 1load method is changed to check for the mark bit of the pointer, and if marked, the 1oad
uses recoverNode to recover the referenced node and unmark the MarkablePatomicPointer
pointer before continuing to execute with it. The code for recoverField is presented in
Algorithm 6.3. This is similar to the recoverField code for patomic, but with two impor-
tant changes. First, when copying the address from the NVMM replica to its corresponding
DRAM replica as is, the DRAM replica of the pointer is marked as pointing to unrecov-
ered data by setting the third LSB. Null pointers are not marked, since their referent is
vacuously recovered. This can be seen in Line 4, where we write (mark(Vyy ), Snv) to the
DRAM. Second, Line 3 from Algorithm 6.2 is removed, since now we expect Vp and Vyy
to be different.

The code for 1load appears in Algorithm 6.4. When loading a pointer from DRAM, we
check if it is marked. If the pointer is marked, we recover the referenced object using the
object’s recoverNode method (supplied by the programmer), which calls recoverField for
every field within the object. We then unmark the pointer in DRAM and return it. Since
unmarking is local to the DRAM, we do not change the sequence number.

Algorithm 6.3: RecoverField For MarkablePatomicPointer

RecoverField (address):

1: read (Vp,Sp) from DRAM

2 : read (Vyy, Snyy) from NVMM

3:if0< (Sp — Snyy) mod 264 < 263
3.1: if CAS(NV MM (address).seq, Snv, Sp + 1) fail, goto 1
32: Syv=Sp+1

4 : DWCAS(DRAM (address), (Vp,Sp), (mark(Vyv), Snv))

if DWCAS fails, goto 1

6.4.3 Recursive Data Structures with Multiple Pointers Pointing to a
Node

The algorithm described in Subsection 6.4.2 above, that recovers nodes along a traversal,
does not work smoothly with data structures in which a node has more than one reference
(e.g, a skip list). An already recovered node may have one pointer that signifies the recovery,
i.e., the pointer that was traversed and that caused the recovery, yet this node may have an
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Algorithm 6.4: MarkablePatomicPointer Load Algorithm

Load (address):
1: read (V) from DRAM
2 : if marked (V)
2.1 : read (5) from DRAM
2.2 : unmark(V')->recoverNode()
2.3 : DWCAS(DRAM (address), (V,S), (unmark(V), S))
if DWCAS fails, goto 1
2.4 : V = unmark(V)
3 : return V

additional pointer that is still marked, erroneously signifying that the referent has not been
recovered. Such nodes with multiple parents can cause a repeated cascading recovery, with
a destructive effect on performance. To understand how this can happen, consider a node
n which is referenced by two different pointers, pl and p2. Initially, both pl and p2 are
marked, and n is not recovered. When n is first accessed, say through pl, n is recovered and
pl is unmarked. Subsequently, many descendants of n may be recovered. However, when
a thread accesses n through p2, it observes a marked pointer, so n has to be recovered,
via the recoverNode method, which marks all the pointers in the object to erroneously
signifies that also the descendants are unrecovered. Thus any node that was previously
reached from n will be recovered again proceeding in a cascading manner, even if recovery
was already executed. For this reason, using pointers to keep the recovered status of the
referenced objects is not applicable for data structures with more than a single reference
per node.

We overcome the repeated recovery problem by employing both the marking of pointers
(i.e., using MarkablePatomicPointer for persistent pointers) as well as an external markbit
table as in Section 6.4.1 that signifies for each node (rather than field in the previous section)
whether it has already been recovered. When loading, if the pointer is unmarked (which
it usually is, except for the first access), then the load can proceed with no overhead. If
the pointer is marked, then we read the markbit table to verify that the object has not
been recovered from a different pointer, and if it is indeed not recovered, then we invoke
recoverNode before accessing it and clear its mark bit in the markBit table. Whether the
node needed recovery or was already recovered, we remove the mark from the pointer. This
use of both pointer marking and external marking ensures that a node will not be recovered
for each pointer, and it eliminates the cascading issue. The performance issue due to the
external markBit table becomes minimal since it is only examined when reading a marked
pointer, and a pointer is marked only on the first time it is read after a crash. The other
downside of using an external markbit table still remains, as the memory cost of storing the
bits is significant. Nevertheless, note that the space overhead is slightly reduced because
we keep a bit per object and not a bit per field (depending on objects alignment, typically
by a factor of 4).

6.4.4 Adding a Zeroing Property of Standard Operating Systems.

We now consider a second assumption. Suppose that we have a recursive data structure with
potentially multiple pointers referencing it. But suppose that we can further assume (as
mentioned in the end of Section 6.2) that the mmap system call resets the allocated memory
to 0. This is usually done due to security concerns, e.g., in Linux and Windows [39, 13].
Since the DRAM space is allocated by mmap following a crash, this volatile space is known
to be zeroed before we recover objects. Thus, objects that are not zeroed must have been
recovered. This can be used instead of an auxiliary markBit table to save space overhead
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and improve performance. Specifically, pointers do not have to be re-marked, avoiding the
cascade effect. Note that each persistent field in Mirror has a sequence, which can be kept
non-zero to easily tell between fields that have been recovered and fields that have not.

6.4.5 Using the Zeroing Property in the General Case

The zeroing assumption for the DRAM space can be more generally be used to improve the
general solution of Section 6.4.1. To this end, we can use the most significant bit (MSB)
of the sequence number to signify whether the value of this field has been recovered. Since
the DRAM is initialized to 0, the sequence number read from an unrecovered addresses is
also 0. Thus the MSB will be 0. If we maintain the MSB of the sequence number to be 1
(by using only the 63 least significant bits of the sequence) we can always know whether an
address has been recovered by checking only the DRAM copy of that address.

6.4.6 Summary

In summary, an external markbit table can allow us to track the status of each patomic
but comes with a memory overhead and a high performance cost due to the loss of locality.
This is how the BitsetPatomic tracks recovery. If the data structure is recursive with a
single incoming pointer per persistent node, then we can use a mark bit in the pointer to
the node. This employs the MarkablePatomicPointer type. If a node can have multiple
incoming pointers, then we can use MarkablePatomicPointer, but must add an external
bitset table to signify whether a node has been recovered. This approach mixes the markable
pointers and bitset approaches, and thus we named it the HybridPatomicPointer. If we
can further assume that the DRAM is zeroed then the bitset becomes unnecessary, which
translates to just mark the pointers. That is the ZMarkablePatomicPointer approach.
Finally, If we can assume the DRAM is initialized to zero but the data structure is not
recursive, then we propose to put the mark bit in the sequence number, which we name
PseudoBitsetPatomic.

6.5 Memory Allocation And Management

The Mirror transformation, which we extend, uses a memory management solution that foils
a quick recovery. Mirror mmaps memory in the NVMM), and uses a safe memory reclamation
(SMR) scheme called ssmem [16] as a memory manager to allocate memory in the DRAM. As
ssmem operates in DRAM, all the memory manager’s metadata — used to track allocation
— are erased during a crash and must be rebuilt during recovery.

When a crash occurs, Mirror traces all live data in the non-volatile memory and re-
allocates all nodes in the DRAM using ssmem. This already takes time linear in the data
structure size. Moreover, Mirror needs all objects in DRAM to be mirrored in NVMM.
Namely, to be copied in the same order, so that address translation between the two mirrored
spaces can be executed with a single addition. Therefore, after traversing the data structure
objects in the NVMM and re-allocating each one in DRAM, Mirror copies the data structure
space of the DRAM to a newly mapped area in NVMM, which is again, linear in the data
structure size. That completes the recovery process and execution can resume. This solution
is valid, but costly. Also, it incurs a large initial cost and therefore cannot work with lazy
recovery.

To allow a quick recovery, we let the ssmem allocator allocate memory (and its metadata)
in the NVMM. To ensure that the modified memory manager does not provide unfair
advantage to RELAX, we also integrated this memory management scheme into the Mirror
library, ensuring that the comparison is not biased by the memory manager. This change
improves the performance of Mirror for most data structures (specifically, the skip list, the
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binary search tree, and the linked-list) and degrades performance some some (specifically,
the hash and the array) as shown in the evaluation.

We remark that the solution we adopt does not fully solve the persistent safe mem-
ory reclamation problem. What we use is a patch for measuring RELAX. A full solution
is an open problem, and a major project that is orthogonal to the efforts in this paper.
Lock-free algorithms require that the underlying memory manager is a safe memory recla-
mation scheme (SMR), i.e, a memory manager that can handle concurrency, which requires
higher complication to make concurrent reclamation safe. An efficient durable safe memory
reclamation remains a challenge for future work. To make the above solution complete,
one needs to go through the (substantial sized) code of ssmem, and determined where to
install flushes and fences. This requires a deep understanding of the ssmem code and a
deep understanding of durable linearizability. We believe the current paper (among others)
can motivate SMR researchers to work on adequate persistent SMRs. We also remark that
there exist some initial solutions for persistent SMRs that build on a substantial garbage
collection during recovery [1]. These solutions, like Mirror, require a long downtime after
a crash (to execute the garbage collection) and therefore do not apply to this work. In the
following subsection we propose a design that could be used for a project on persistent safe
memory reclamation.

6.5.1 A Persistent SMR

Let us shortly present a design idea for a possible persistent SMR, based on the ssmem
volatile SMR. The ssmem library employs arrays of retired objects called free sets. Each
thread retires objects and records their address in the free set array. Once the free-set array
is completed, it is added to a local list of free sets, and a vector clock is added, describing
the time the free set was completed. When the list size increases, free sets can be moved
to a global free set list accessed by all threads.

When allocating, if the current vector clock is strictly larger than the vector clock of a
free set then all threads have advanced since the objects in the free set were retired and it
is safe to reallocate them. We propose to flush each free set array when it is completed.
This can be done by flushing each cache line in the array, and then blocking on a fence
instruction to wait for the flushing to complete. In addition, we propose to use a durable
list (or queue) [20,58] to hold pointers to the competed free sets. This persists all completed
free sets and allows using them after a crash. The allocator uses a free set to allocate. We
do not propose to add persisting instructions for that and we assume that the allocator
free set must be discarded as it is not clear which objects exactly were allocated before
the crash. This free set can be considered as lost memory. In addition, it is possible that
the free set currently being filled up by each thread is lost after a crash, because it is not
persisted prior to being completed. All other objects handled by the memory reclamation
scheme were persisted before the crash, since free sets are persisted when completed and
when added or removed from the free set list.

The above design lets each thread lose at most two free sets during each crash. This
could be harmless if crashes are seldom. But to solve this continuous memory leak, a
concurrent garbage collection can be executed after a certain number of crashes, which
could depend on the size of the free set, the number of threads, and the amount of memory
available. The main additional cost of this scheme is small. It requires persisting the free
set and persisting additions and removals from the free set list. When we measured this cost
in regular execution of our skiplist workload we got a statistically insignificant difference.
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6.6 Recovering the Persistent Roots

The roots to the persistent RELAX data structures are stored in the beginning of the
NVMM space. We assume that once stored, the roots are immutable. Since a root can point
to a sentinel node, which can be modified, this assumption does not lose generality. After a
crash, the only blocking step that needs to be executed before the program resumes, is the
recovery of the data structures roots, which happens almost instantaneously. Thereafter,
application threads can start executing.
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Theorem 7.1. Given a lock-free linearizable data structure, RELAX generates a durably
linearizable data structure with operations whose linearizability guarantees the same seman-
tics as the original data structure.

The proof of the main theorem follows from a technical claim and a correctness argument
that follows. The technical claim in Claim 1 below asserts that the tracking mechanism
works well.

Claim 1. Whenever a data structure generated by RELAX invokes the tracking mechanism
to check whether a field (or a node) has been recovered since the most recent crash, the
tracking mechanism returns a positive result only if some thread returned from the method
recoverField ) or recoverNode ( on this field (node) since the most recent crash.

When a data structure generated by RELAX checks whether a field (or a node) has
already been recovered, it will not receive a false positive. The core of the proof is the
fact that in all tracking methods a field is marked as recovered only after recoverField
has returned. The rest of the proof for this claim needs to go on a case by case analysis
over the different versions and to verify that the tracking method does not initially mark
fields. This is a tedious proof that follows in a straightforwards manner from the various
tracking methods. Since this paper is not focused around formal claims, we do not provide
the details of this proof. We focus on the more challenging correctness arguments below.

It remains to show the correctness of Theorem 7.1 given Claim 1. We first note
that any access to any field by a data structure generated by RELAX happens only af-
ter recoverField has completed recovering the field. This happens because loading (or
modifying) a field first checks whether the field has been recovered, and if not, it invokes
recoverField on this field prior to accessing it. Therefore, in what follows we assume that
a field is accessed only after its recovery is complete. The main thing to verify is that the
execution of recoverField, potentially concurrently (or sequentially) by several threads on
the same field, while this field is also potentially accessed by additional concurrent threads
satisfies correctness.

Since RELAX extends Mirror, we proceed by reducing the correctness of RELAX to
the correctness of Mirror concentrating on RELAX extensions. Mirror’s correctness relies
on the following two invariants. First, the NVMM sequence number of a specific patomic
variable is always equal or greater by one than its DRAM replica’s sequence number. In the
latter case, there is at least one ongoing operation that modifies the field, and the NVMM’s
replica is only one step ahead of the DRAM for this field. Second, the NVMM'’s replica can
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only be updated if the sequence numbers of a given patomic variable for both replicas are
equal, meaning that the DRAM is up-to-date.

To argue the correctness of data structures generated by RELAX, we start by showing
that the concurrent execution of recoverField does not violate Mirror’s invariants. For the
general system (that does not assume zeroing of the DRAM following a crash, as in modern
operating systems) we need to assume that one thread is not ”stuck” for an extremely long
time. By extremely long time, we mean that it is not stuck for a time that allows other
threads to execute 263 modifications on the same field. (Something equivalent to thousands
of years on current architectures.) Namely, we show that the following claim holds.

Claim 2. Consider a patomic variable P on which at least one thread finished executing
recoverField, returning from Line 3 or successfully completing Line 5 of Algorithm 6.2.
Assume that no thread is halted during its recovery execution while other threads execute
263 modifications of this field. Then, Mirror’s first and second invariants hold.
Mirror’s first invariant :
either NVMM (P).seq = DRAM (P).seq or NVMM (P).seq = DRAM (P).seq + 1.
Mirror’s second invariant :

NV MM (P) is modified only if NVMM(P).seq = DRAM (P).seq

Let us explain how recoverField of Algorithm 6.2 fulfills these claims. We first argue
that when recoverField finishes for the first time, it must hold that at some point previ-
ously after the crash NVM M (P) = DRAM (P). From claim 1 and the fact any access to
P must first go through the tracking mechanism or execute recoverField we can conclude
that for the data structure to access P there must be some call to recoverField that
returned. Before this call to recoverField (which finished for the first time) finishes, no
other call to recoverField can return. Thus only other calls to recoverField may modify
P.

Assume that this first completion of recoverField returned from Line 3. If during the
execution of this call to recoverField there were no modifications to P then DRAM (P) =
(Vp,Sp) = (Vnv,Snyv) = NVMM(P). Otherwise, since as mentioned only calls to
recoverField can change P and no other call to recoverField completed Line 5, then
the only possible modification is Line 4, which changes NV MM (P). Since recoverField
first reads DRAM (P) and it cannot change, and because (Vyv,Syv) = (Vp, Sp), when
NVMM(P) was read it holds that NVMM(P) = DRAM (P). The second possibility is
that the first completion of recoverField returned after completing Line 5. If no other
thread modified NV M M (P) while the execution was running lines 2-5 then it holds from
the DWCAS that NVMM(P) = DRAM(P). Otherwise, Like in the previous case, the
only possible modification during the execution of this call of recoverField is from Line
4.1. In particular this means that DRAM (P) is unmodified and therefore for this execu-
tion it holds that DRAM (P) = (Vp, Sp). Since a modification occurred then some other
execution of recoverField must have executed line 4.1. Let us look at the execution of
recoverField that first completed Line 4.1. When it completed Line 4.1 that was the first
modification to P since the crash. After this modification any call to recoverField will
either read the old value of NV MM (P), try to execute Line 4.1 and fail the CAS because of
stale data, or it will read the new value which would cause the call to skip lines 4.1-4.2 since
now NV MM (P).seq = Sp + 1. This means that until DRAM (P) is changed there cannot
be other successful executions of Line 4.1. We will denote the execution that first succeeded
in Line 4.1 as 8 and the execution that first succeeded in Line 5 as «. Since 5 executed its
modification between lines 2-5 of «, o must have read the old value of NV MM (P), thus
it has the same values of Vp, Sp, Vv, Snyy as 8. Thus it must have also tried executing
Line 4.1. It did not fail, otherwise it would have returned to Line 1. Only one execution
of recoverField completed Line 4.1 successfully so we can conclude that o and 3 are the
same execution. This means that no other execution of recoverField could modify P.
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This means that (Vyy, Syv) = NVMM(P) and so after completing Line 5 it holds that
NVMM(P)=DRAM(P).

Any execution of Mirror’'s CAS implementation (which RELAX does not change) by a
generated data structure increments NV M M (P).seq only if it equals DRAM (P).seq and
it increments DRAM (P).seq only if NV MM (P).seq = DRAM (P).seq + 1. Thus, modi-
fications of P by the data structure maintain Mirror’s invariants. It remains to show that
modifications of P by other concurrent recoverField operations do not violate Mirror’s
invariants.

Consider the first field modification that violates Mirror’s first invariant, mentioned
in claim 2. We will later discuss the second invariant. A thread executes a field
modification only after a field recovery has completed. Thus, consider the case where
some thread completed the recovery of the field P and other threads are still executing
recoverField. Our goal is to show that all modifications of any executing recoverField
will not violate the invariant. Let us first consider the modification of Line 4.1. Since
at least one thread finished executing one recoverField, then at the point where that
thread completed recoverField, the sequence was equal in NVMM and DRAM. In
this case, for the modification by Line 4.1 to succeed thereafter, it is required that
0 < (Sp—Syv) mod (264) < 23, Since until this execution the invariant holds it must be
that NVMM (P).seq € DRAM (P).seq, DRAM (P).seq + 1. Since Syy is read after Sp,
it would take 2% increments of NV M M (P) between Line 1 and 2 for this condition to be
fulfilled. This contradicts the assumption of claim 2. Alternatively, it is possible the thread
read the original post-crash values of P, and then halted for some time before trying to
perform Line 4.1. In this case it would take at least 263 increments of NV M M (P).seq for
it to reach its original value, which again contradicts the assumption of claim 2. Therefore,
even after modifications of P by the data structure are allowed, a successful modification
in Line 4.1 of Algorithm 6.2 can happen only by the thread that manages to execute this
line first after the crash. All other threads will either fail executing the CAS in Line 4.1
and return to Line 1 or continue directly to Line 5.

We now consider whether a recoverField execution can succeed in its modification in
Line 5 (after another thread has completed execution of recoverField). In Line 5, the
DRAM values are modified to reflect the thread’s view of the NVMM values of this field.
One benign case is that both values read by this thread are the result of modifications the
data structure operations executed after recovery of this field was complete. In this case,
like in Mirror, there is no harm in updating the DRAM to match the NVMM. Since the
invariant is first broken by this call to recoverField, the invariant holds when the DRAM
and NVMM are read in Lines 1-2. Because a DWCAS is used, Line 5 can succeed only if
DRAM(P) = (VD, SD) In addition, (VN\/, SN\/) is read after (VD, SD) and NVMM(P)
can only be newer than (Vyy, Syy). The above gives us the following:

1. Syv € {Sp,(Sp +1)}
2. NVMM(P).seq € {Sp,(Sp +1)}
3. NVMM(P).seq > Snv

(1) is true because of the invariant during the execution of Line 2. (2) is true because
of the invariant during the execution of Line 5 and the fact that DRAM (P) = (Vp, Sp).
(3) is true because NV MM (P) must contain a newer value than Syy Combined we get
that NVMM(P).seq € {Snyv,(Snv + 1)}. Thus invariant 1 holds after Line 5 where
DRAM(P) = (Vyv, Sxv)

The only time Mirror’s first invariant may be invalidated is if the process successfully up-
dated the DRAM after reading the original post-crash value of DRAM (P). Since recovery
has already succeeded once, and initialized DRAM (P) = NV MM (P), the fact this value
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repeated means it again became (Vp, Sp) through the execution of the data structure. But
since Mirror only increments sequence numbers by 1 at each operation, that would mean at
least 263 operations on P were executed since the success of recovery. This is because either
NV MM (P) was updated during Line 4.1 and the sequence after recovery was Sp + 1 or it
did not fulfill the condition of Line 4 and then for the original NV M M (P).seq to reach Sp
would require at least 263 steps. Since our execution of recoverField which first violates
the invariant must have started execution before recovery, then this violates our assumption
that no process halts for longer than 253 operations on P.

As for second invariant from claim 2, we proved above that as long as the two invariants
hold, Line 4.1 of recoverField cannot be executed after recovery. Since recoverField
cannot modify NV M M (P) after recovery, and the data structure maintains Mirror’s second
invariant, as long as Mirror’s first invariant is maintained it is impossible that Mirror’s
second invariant is invalidated.

Therefore, the first call to recoverField will synchronize the NVMM and DRAM. Any
subsequent calls will be harmless, and at most can assist the normal execution of the data
structure in updating the DRAM to replicate the NVMM.
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Evaluation

8.1 Experimental Setup

We evaluated our code on an Intel machine possessing two Xeon Gold 6234 processors, each
with 8 cores, running at 3.3GHz. The machine has 366 GB of DRAM and 1.5 TB of NVMM
(Intel OptaneTM DC memory), organized as 12 x 128 GB DIMMS. There is an L1 cache
for each core with 32 KB, an L2 cache with 1 MB, and an L3 cache that is shared between
all cores in the processor and can contain 25 MB. The operating system is Ubuntu 18.04.6,
and code was written in C++ and compiled using g++ (GCC) version 9.4.0. We used
the App-Direct Mode configuration. For persisting objects, we used the clwb and sfence
instructions for flush and fence, respectively. The clwb(address) instruction was used to
allow different write-backs to occur in parallel.

We measured performance results using the YCSB workload [! 1], where key-value pairs
are 4 B each. Nodes are cache-aligned to 128 B. Each reported result is the average of 5
repetitions, lasting 10 seconds. Unless stated otherwise, we used a uniform random key
distribution from the range of [0,7 — 1] for varying range size. Every data structure was
initialized with 7/2 keys and then measured with a varying ratio of reads vs. writes. Inserts
and removals were drawn with the same probability.

We evaluated in three different ways: varying number of threads, varying ratio of writes
vs. reads and varying keys range. When not varying, the default setting was 8 threads, a
ratio of 20% writes, and r = 16 M for all structures but the linked list, which had » = 256. In
a different experiment, meant to show the process of recovery, we estimated the throughput
of the program with respect to time, by logging a timestamp every 50,000 operations and
counting the number of timestamps every 2 seconds. Our evaluation, similarly to Mirror
included a sorted linked-list [27], A hash-table with a Harris et al’s [27] sorted linked-list in
every bucket, a lock-free BST by Aravind et al. [15], a lock-free Skip-List [18] and a lock-
free array used as a constrained set where the range of keys is known in advance. Large
linked-lists are inefficient and seldom seen in real applications, so we test the throughput
of a small list, compared to the rest of the data structures.

We tested four versions of RELAX. First is where recovery is tracked using an external
markbit table (§ 6.4.1), denoted Bit Table. Second is where the recovery status is stored in
the sequence number (§ 6.4.5), denoted Bit In Sequence. Third uses mark pointers to track
recovery (§ 6.4.4), denoted Bit InPointer. Finally, the combination of marked pointers
with a markbit table (§ 6.4.3) is denoted Combination.

Since we wanted to test all of the data structures with all of the versions, in parts of data
structures that do not satisfy our recursive assumption (array and the hash table array)
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we used the appropriate tracking system, using Bit Table when the initialization of the
memory space is unknown and Bit In Sequence when the memory space is initialized to be
0

8.2 Results

8.2.1 Scalability

In Figure 8.1 we report the average throughput of the program, running with a varying
number of threads. To better demonstrate the differences, Figure 8.2 represents the nor-
malized results relative to Mirror. When running more than 8 threads the program executes
on two separate processors, crossing the NUMA boundary and increasing memory latency,
resulting in a loss of performance.

We can see in the graphs that both Bit In Pointer and Combination have very low
overhead. For the List data structure, the overhead is less that 2.65%. For Skiplist, the
overhead is up to 2.83% and for the Bst, it is up to 3.6%. For Hash and Array, the
measurements are quite noisy, as apparent in the large confidence intervals on the graph.
Still, we can see that the confidence intervals of Bit In Pointer, Combination, and Mirror
overlap. The Bit In Sequence approach has higher overhead, but still below 12.72% for List,
below 3.89% for Skiplist, and below 6.03% for Bst. For Hash and Array, again the confidence
intervals overlap, except for 14 and 16 threads, where the maximum overhead is 4.46%.

Unsurprisingly, Bit Table has the highest overhead, reaching 60.88% for a list with a
single thread. Still, for Skiplist the overhead is always less than 13.89%, and for Bst, Hash,
and Array, always less than 30.81%, even in this setting where we make no assumption
about the data structure.

While the overhead of Bit Table seems high, it is fair to compare it to existing general
constructions offering near-instant recovery in the literature. As discussed in the introduc-
tion (§ 2, the only such general construction is Izraelevitz et al. [33], which is also depicted
in the graph. As can be seen, Bit Table is 2x - 25x faster, and with better scalability,
compared to Izraelevitz. Due to this huge difference, we do not discuss this further in the
rest of the section.

8.2.2 Varying Size

Next, Figure 8.3 presents measurements of average throughput with varying average sizes of
the data structure. We see that the overhead tends to reduce as the size of the data structure
increases. This is most visible in the Skiplist, where at 8 K nodes the Bit In Pointer Skiplist
operates 9.86% worse than Mirror, and at 8 M nodes the difference diminishes to 2.83%.
Large data structures cause more cache misses, making the cost of recovery checks smaller
in proportion. We note that lazy recovery is most crucial for large data structures, where
the cost of recovery can introduce a long time during which the system is unresponsive; for
such use cases, the overhead of RELAX is quite small.

8.2.3 Varying Updates Ratio

In Figure 8.4 we measured the average throughput with different ratios between lookups and
updates to the data structure. We see that the overhead decreases when the update ratio
increases. Updates are generally more costly, since they need to modify both the NVMM
and the DRAM, while reads access the DRAM only. Therefore, the relative overhead of
RELAX tend to reduce when the update percentage is higher. For example, in the Bst
measurement, the overhead of Bit In Pointer reduces from 5.92% for 100% reads to 0.47%
for 100% writes.
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Figure 8.1: Varying number of threads - Average throughput at 80% reads. Average size for list is
128 keys, for all other data structures it is 8 M keys. Error bars represent 95% confidence intervals.

33



8.

EvALUATION

Throughput Ratio Throughput Ratio

Throughput Ratio

Figure 8.2: Varying number of threads normalized - Average throughput normalized according to
Mirror. 80% reads. Average size for list is 128 keys, for all other data structures it is 8 M keys. Higher
normalized throughput means RELAX performs better relative to Mirror. In addition, performance
of RELAX compared to Izraelevitz. Displays RELAX’s average throughput for all data structures

0.8 -
0.7 -
0.6 -
—— Mirror
05 - —»— RELAX Combination
: —=— RELAX Bit In Sequence
—&— RELAX Bit Table
0.4 - RELAX Bit In Pointer
2 a6 & 10 12 14 16
Number of threads
All RELAX DS normalized to lzraelevitz
—+— List
35 - —+ BST
—s— Hash
30 - —® Skiplist
Array
25 -
- m
15 -
10 -
5- L ===
G —
2 4 6 8 10 12 14 16
Number of threads
Hash
12- —— Mirror
—»— RELAX Combination
—=— RELAX Bit In Sequence
11- —e— RELAX Bit Table
RELAX Bit In Pointer
7 %
0.9 -
0.8 -
0.7 -
2 4 6 8 10 12 14 16

Number of threads

normalized to Izraelevitz.

34

Throughput Ratio

Throughput Ratio

Throughput Ratio

1.00-

0.98 -

0.96 -

0.94-

0.92 -

0.90 -

0.88 -

0.86 -

1.00-

0.95 -

0.90 -

0.85-

0.80 -

0.75-

1.10-

1.05-

1.00-

0.95-

0.90-

0.85-

Skiplist

2 4 6 8

tid

— "

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer

10 12 14 16

Number of threads

Bst

e S

141

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer

\—‘——\//_/'

2 4 6 8

(=

o 12 14 16

Number of threads

Array

141

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer

2 4 6 8

S—

10 12 14 16

Number of threads



8.2. Results

List

16 -

14 -

12 -

10 -

Throughput (Mop/s)
[e4]

0- i i
2°7 2°9 2710
Size
Bst
14 -
12
210
o
=
~ 8-
=
3
o
5 6-
=
[
£ 4
2720
Size
Array
160 -
140 -
v
S 120-
=
= 100-
2
< 80-
=2
3
2 60-
e
[
20-
Slze

1

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

. ¥

2712 2713

1en

17nEn

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

=
'S
,

Throughput (Mop/s) Throughput (Mop/s)
2R NN W W [
o w o w o w o (%) o N £~ [+)] co o N
N
=
w

e

1ien

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

Figure 8.3: Varying size - Average throughput, at 80% reads and 8 threads. Error bars represent
95% confidence intervals.

35



8. EVALUATION

List
== Mirror
BN RELAX Combination
50 - EI®l RELAX Bit In Sequence
EEE RELAX Bit Table
w [ RELAX Bit In Pointer
= -
% 40- B zraelevitz
=
-
> 30-
=%
=
j=2}
=3
o 20-
=
)_
N m
0- " g " g m‘

0 5 10 20 50 100

Update percentage

Bst
6- B Mirror
EEE RELAX Combination
[0 RELAX Bit In Sequence
5- N RELAX Bit Table
) Gl RELAX Bit In Pointer
Q B Izraelevitz
[o] 4-
=
~
2
a3
o
3
Z2-
'_
l -
0- ¥ ' g g g v
0 5 10 20 50 100

Update percentage
Array

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
lzraelevitz

10 20 50

Update percentage

1iaan

Throughput (Mop/s)
e e e =
N [9,] ~ o N w ~ o
o u o u o u o wu o

100

Throughput (Mop/s)

Throughput (Mop/s)

[ h g
o w o
; | ;

=
wn
\

1.0

0.5
0.0
3

7 OE

o
25-
20-
15-
10-
5

o !

0

Skiplist

Mirror

RELAX Combination

RELAX Bit In Sequence

RELAX Bit Table

RELAX Bit In Pointer

lzraelevitz
m - g g
5 10 20 50

Update percentage

100

Mirror

RELAX Combination
RELAX Bit In Sequence
RELAX Bit Table
RELAX Bit In Pointer
Izraelevitz

e

Hash

10 20 50 100

Update percentage

5

Figure 8.4: Varying updates ratio - Average throughput with average size of 128 keys for list and
8 M keys for all other data structures. all tests run using 8 threads. Error bars represent 95%

confidence intervals.

36



8.2. Results

8.2.4 Recovery

Figure 8.5 shows the effect of recovery on the throughput of RELAX compared to Mirror.
To fully demonstrate the benefits of fast recovery we use large data structures, with 128 M
nodes. RELAX allows all data structure operations to execute (with non-zero throughput)
after 0.1ms. In the Mirror implementation, recovery time of Skiplist, Bst, and Hash data
structure takes 27s, 20.23s and 14s, respectively, which can severely impact the users of the
system.

Both the Skiplist and Bst show better than linear recovery, which can be attributed
to the highly skewed probability of encountering each node. Given a random query, the
probability of passing through a node in the top layers is much higher than the probability
of reaching a specific node at a lower level. This means that Mirror spends a lot of time
at the beginning, recovering nodes that are seldom accessed. By the time that Mirror has
started operating, RELAX is already running at more than 65% throughput for Skiplist
and more than 89% throughput for the Bst.

Unlike the Bst and Skiplist, the probability of visiting a specific node in the Hash
data structure is the same for all nodes, making lazy recovery less effective. In particular,
RELAX’s Hash shows a linear recovery until recovery is mostly complete due to the uniform
distribution of the keys. Moreover, the array of the Hash offers high locality for copying,
which allows Mirror to recover quickly, resulting in the shortest Mirror’s recovery time
among the three data structures.

In many real-world applications, the distribution of keys is not uniform, but rather
Zipfian. We show recovery results for this case in Figure 8.6. It demonstrates that when
the keys are biased, even the Hash shows a better than linear recovery, suggesting better
efficiency compared to Mirror for the first 15.03s, when it reaches more than 40% of the
throughput.

We also note that table-based implementations, Combination and Bit Table, show slower
recovery time. This is due to the need to access the mark table during recovery.

We excluded linked-list and arrays from this measurements. Linked-list are infeasible
for 128 M nodes. For arrays, Mirror is able to recover 1 billion keys in 2.4 seconds, making
the benefits of RELAX less apparent.

8.2.5 Memory Manager

We compared RELAX and its various versions with the original Mirror, and with a modified
Mirror that uses our memory management and allocation. The new memory manager can
be slower due to being in the NVMM, or faster due to its simple allocator. In addition,
the allocated memory is positioned differently, which can influence performance both ways.
We tested the differences between the two versions of Mirror, presented in Figure 8.7. The
differences are noticeable and can have both positive or negative impact, depending on
the data structure. Even at 0% updates there are major differences between the versions.
This can be caused by the differences in the memory layout (e.g., [13]). Since a persistent
SMR memory manager is an orthogonal problem to our problem of creating persistent data
structures, and RELAX could use any such memory manager, we believe that the more
interesting measurement is the overhead of RELAX compared to Mirror with the new
memory manager, and that is what is measured in this section. By using the new memory
manager we simplified the recovery process of the original Mirror by copying the data
structure only to DRAM. The original Mirror’s recovery time is longer than its recovery
time with the new memory manager since it includes more steps or a more complicated
interaction with the memory manager.
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Conclusions

In this paper we presented RELAX, a simple transformation from linearizable lock-free
data structures to durably linearizable lock-free data structures. The data structures gen-
erated by RELAX minimize the downtime after recovery, while still preserving the high
performance of the data structures. RELAX extends Mirror. It can work in the most
general manner with all linearizable lock-free data structures, but with some performance
degradation. For recursive data structure on widely-used modern operating systems op-
timizations can be applied to almost entirely eliminate performance overheads, obtaining
the best of both worlds: high performance with minimal downtime after a crash. RELAX
employs a lazy recovery, that executes concurrently with program execution. So while the
original Mirror required a noticeable downtime to recover from a crash (copying the entire
data structure to DRAM), RELAX almost immediately enables execution of data structure
operations with moderate throughput, by lazily copying only relevant parts of the data
structure that were not yet recovered. Upon concurrent completion of the recovery, the
data structure returns to serving requests at full speed. Evaluation shows that RELAX
indeed provides immediate response after a crash, and that the overhead over the original
Mirror during normal (non-crashing) execution is very low.
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