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Abstract

We propose a novel scheme for using supervised learning for function-based classification of objects in 3D images. During the learn-
ing process, a generic multi-level hierarchical description of object classes is constructed. The object classes are described in terms of
functional components. The multi-level hierarchy is designed and constructed using a large set of signature-based reasoning and grading
mechanisms. This set employs likelihood functions that are built as radial-based functions from the histograms of the object instances.
During classification, a probabilistic matching measure is used to search through a finite graph to find the best assignment of geometric
parts to the functional structures of each class. An object is assigned to the class that provides the highest matching value. Reuse of func-
tional primitives in different classes enables easy expansion to new categories. We tested the proposed scheme on a database of about

1000 different 3D objects. The proposed scheme achieved high classification accuracy while using small training sets.

© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

The problem of object classification from sensory data is
defined, in literature, as the association of visual input with
a name or a symbol. Although much research on the topic
has been published, the community still lacks usable vision
systems that can classify a large number of objects (natural
or man-made). We propose a new scheme that is able to
classify objects from range images.

Our novel scheme uses learning for function-based clas-
sification of objects from 3D images. The classification pro-
cess calls for constructing a generic multi-level hierarchical
description of object classes. The object classes are
described in terms of functional components. The multi-
level hierarchy provides a nesting mechanism for functional
parts and has unbounded depth. In this context, the con-
struction of the generic multi-level hierarchy can be
thought of as a learning phase.

In the learning phase, the input range data describing
each object instance is segmented, each object part is
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labeled as one of a few possible primitives, and each group
of primitive parts is tagged by a functional symbol. Con-
nections between primitive parts are also computed in the
segmentation stage. We refer to the input instances as
implementations of the multi-level hierarchy that defines
a class. We then define a classification scheme using histo-
grams built from the observed functionalities of a number
of object instances. This scheme is a probabilistic model of
an object class and we call it the operational multi-level
hierarchy. Our scheme can automatically build the descrip-
tion of any functional describable object class from labeled
examples.

Function-based approaches offer the advantage of reus-
able learning: functional parts that have the same purpose
and are shared between different classes do not have to be
relearned with each new class. The learning phase is nota-
bly accelerated as a result.

We tested the proposed scheme on a database of about
1000 different 3D objects. No other classification (or
recognition) scheme has yet been tested on hundreds of real
objects captured in range images.

Our paper is organized as follows: in Section 2, we
present an overview of the literature on function-based
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recognition from 3D data. Next, in Section 3, we describe
the proposed method. We present the details of segmenta-
tion (Section 3.1), the multi-level hierarchy functional
structure (Section 3.2), the supervised learning method
(Section 3.5), and the proposed classification method (Sec-
tion 3.6). In Section 4, we present the experiments we per-
formed and analyze the accuracy of our results. We present
our conclusions in Section 5.

2. Related work

The computer vision community adopted fundamental
ideas from psychology, artificial intelligence, and linguistics
in order to achieve automatic understanding of images.
Following [31], the authors tried to provide implementa-
tions for frames of knowledge.

Most of the work addressing the 3D recognition prob-
lem uses a model-based approach, where input is matched
to models of objects. Several researchers use a geometrical
model in which the input is directly matched to a model of
low-level geometrical features; see [12,13,19,21,33,35,50].
Later on, parameterized geometric modeling was intro-
duced [23,46,48]. The structural model is more high-level
and cognitive-based: input objects are recognized by
matching their parts and the connections between them
to the model. Examples for such an approach can be found
in [2,6,7,27,36].

Categorization of objects, unlike identification, involves
a higher level of reasoning and understanding of the
object’s purpose. This high-level reasoning is not related
directly to shape: instances of the same class often look
very different. The imaged objects are not actually known
to the classifier; thus, any straightforward matching of
the input to a known database, feasible in identification,
is not applicable here. Therefore, one should obtain a set
of high-level criteria and properties that are distinct and
general enough to describe a class of objects, as well as a
means of extracting such properties from the input.

The need for ‘“‘true” generic models for representing
classes of objects for classification has given rise to func-
tional model approaches. Such approaches, which are fun-
damentally different from the previous ones, were
introduced in [11,16,51].

An impressive number of results in the function-based
classification field were demonstrated with the GRUFF
and OMLET systems. The authors in [41,43], propose con-
cepts for function-based recognition of multiple object cat-
egories in their GRUFF system. Their paper addresses the
reuse of a limited set of knowledge primitives for defining
an expanded domain of competence and computing an
association measure for the appropriateness of a shape that
can be compared across categories. This method allows dif-
ferent interpretations of a shape to be rank ordered. The
authors also discuss the categorization of several basic-
level categories, performed on a simple polyhedral bound-
ary representation (a CAD-like model), as input. Several
functional knowledge primitives were used. Also covered

in this paper is the function-based definition of a category,
specified by a set of functional properties, where each func-
tional property is implemented as a set of invocations of
the knowledge primitives.

The authors in [17] describe a function-based recogni-
tion system for dealing with objects whose function
depends on parts joined by articulated connections. The
first attempts at categorizing from incomplete 3D shape
object descriptions were made in [42], where the authors
describe an application of the GRUFF concepts of func-
tion-based reasoning to an OPUS model (object plus
unseen space). More recently, the authors in [44] built a
testing framework for the GRUFF system using stereovi-
sion images. However, recognition accuracy is not
detailed. Note that GRUFF was developed for the learn-
ing of membership functions from 3D objects [52]. The
goal of the learning phase is to augment functions that
are defined in a human-driven preprocessing stage.
GRUFF and OMLET were extensively tested on raw
images that included chairs artificially constructed from
boxes.

The possible advantages of functional approaches for
generic classification were recognized in several relatively
early works, such as [11] and [51]. Following these con-
cepts, several systems for object classification were built
(see [1,11,41,43]). However, little experimental work has
been done to test these concepts. Only preliminary
attempts were made toward functional classification from
raw images of objects [42] and stereovision-based models
[44]. Existing models for applying function to representa-
tion for the purpose of classification still fail to present true
generic models. Nor do they present robust methods of
relating robust high-level concepts of functional represen-
tation to low-level images.

Parallel to the analysis of static 3D models is a promis-
ing new trend in which sequences of images are used to
understand human interactions with the environment
[4,37]. Comparing implemented schemes to human abilities
[47]1s important as well. Following [47], the authors of [40]
provide an overview of research on the use of physical tools
and claim that intelligence can be evaluated by analyzing
the activity of agents as tools users.

In [28], the authors propose a system for recognizing
articulated objects. This system employs a learning stage
that is based on accumulative Hopfield matching, also
known as attributed relational graph matching.

The authors in [1] propose a modeling system for gen-
eric objects. It consists of a prototype made up of parts
(each part is a superquadric) and is based on the psycho-
logical notions of categorization suggested in [39]. The
authors in [38] describe a framework for recognition by
functional parts using a combination of functional primi-
tives, volumetric shape primitives, and their relationships.
First, the input images are segmented into parts, which
are further fitted to deformable superquadrics. Each part
is classified into one of four types (strips, sticks, blobs,
and plates). The recognition process is based on finding
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functional features embedded in relationships and attach-
ments between pairs of parts (as well as other shape
features).

The authors in [49] propose a model for recognizing
functionalities, combining representations of shapes and
object categories with goal requirements for actions. In this
context, additional high-level functional concepts are pre-
sented in [20], where the authors describe the problem of
improvisation. The authors study the relationship between
physical properties of objects, their functional and behav-
ioral representation, and their use in problem solving.
More recently, the authors in [25] propose a generic model
in which inferences are drawn from examples. Contribu-
tions to the functional reasoning domain, such as phys-
ics-based  analysis, experimentation of  different
verification stages, as well as reverse engineering can be
found in [5,15,38].

A good overview of function-based classification meth-
ods can be found in [3]. The authors feel that common
sense reasoning is a particular, specialized, and very high
level kind of functional reasoning [9,30,32].

Following the pioneering work of Marvin Minsky [31],
the computer vision community tried to further refine and
implement his ideas (see [23,33,35]). In this context, func-
tional-based recognition is probably the newest refine-
ment in this field. Our approach involves decomposition
of the analyzed objects to primitive parts, a fact that
emerges from the way in which human being process
the objects in the environment. We begin from a low-level
processing stage, in which primitive parts are grouped
together (and therefore a parallel like processing is under-
taken), to a higher stage, where functional cues are trans-
formed in computable (almost sequential) procedures. We
believe that this is the most natural way to model the
human understanding process, i.e., targeting functional
objectives or goals, we begin from parallel computations
of primitives to sequential validations of high-level prim-
itives. To the best of our knowledge and for the first
time, we present, a full general scheme of functional rea-
soning in terms of multi-level hierarchies, which we pro-
pose as a convenient tool for symbolic signatures-based
reasoning.

Our scheme represents a supervised learning algorithm.
To the best of our knowledge, OMLET is the first and sole
system that involved elements of learning in the context of
function-based reasoning (see [52]). OMLET employed
predefined characteristic functions that were fine-tuned
during learning. Unlike OMLET, in the learning stage,
we are able to create any characteristic functions seems
to be appropriate. Our supervision stage means providing
segmented and tagged examples.

We performed an as extensive as possible plethora of
experiments. Moreover, we intended to and described a
complete and an as general as possible classification
scheme. We described the way in which we computed clas-
sification grades in a clear and concentrated sequence of
mathematical, and therefore reproducible, formulae.

3. Learning and classifying functionalities

Our proposed scheme consists of two phases: supervised
learning and classification. Each of these phases receives as
input segmented images. The objects are segmented into
primitive parts. For learning, the segmented parts are also
grouped and labeled into functional parts.

Following [38], the primitive parts that we consider are
sticks, plates, and blobs, where the first two can be
deformed. A functional part is defined as an object part
that can provide a certain functionality and comprises sev-
eral primitive parts; for example, the ground support of a
chair might consist of four parallel stick primitive parts.
Thousands of objects can be mapped to a structure consist-
ing of only a few primitive parts. The immense number of
objects in nature is an expression of the combinatorial
number of interrelationships between the primitive parts.

We describe functionalities of objects in terms of multi-
level hierarchies. In this context, we consider that each
functionality can be decomposed into sub-functionalities.
We map functionalities and sub-functionalities to nodes
and their children, respectively, in tree-like structures (see
Section 3.2 and Fig. 1). We use multi-level hierarchies in
learning as well as in classification.

In the learning phase, several instances (objects) of a
class are input. We implicitly provide mappings of primitive
parts (to functional ones) in the input and employ supervi-
sion in learning. In the learning phase, we compute the val-
ues of the geometric properties of the constituents and the
relationships between them. We refer to the segmented
and labeled images as implementations of the multi-level
hierarchy of functionalities that describe the input objects.

In the learning phase several implementations of multi-
level hierarchies are received as input and an operational
multi-level hierarchy is created. This hierarchy will be
defined in Section 3.4 (see Fig. 2). During learning, the val-
ues of the geometric properties are merged together in sig-
natures implemented by RBF (radial-based functions)
[8,29]. Once the learning phase is completed, the opera-
tional multi-level hierarchy, which is a generic representa-
tion, has accumulated enough information for
classification—the next phase. In the classification stage,
the operational multi-level hierarchy is used to provide
matching grades to the input objects.

In what follows, we present the details of the segmenta-
tion process, the multi-level hierarchy functional structure,
its implementation and operational use, as well as the
supervised learning and the proposed classification
method. Our order of presentation follows the natural
order in which components are applied.

3.1. Segmentation

The input to our classification scheme, and thus to the
lowest-level processing stage, is a raw range image repre-
sented as a point cloud (a 3D point cloud from raw range
images can be seen as a parameterized or a grid-driven
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Fig. 2. An operational multi-level hierarchy of a chair denoted om/h(Chair). The nodes of omlh(Chair) are sub-functional parts of the object Chair, while
the signatures are sets of likelihood functions built from histograms. These functions provide grades for matching different parts of the entire layered
functional structure.

structure). The range images were captured using a Cyber- A seminal work in the comparison of algorithms
ware range scanner (http://www.cyberware.com). The out- designed for segmentation of raw range images is [22]. This
put of this phase is a segmentation of the point cloud into work summarizes four range segmentation algorithms and
regions, where a region refers to a collection of image  presents a comparative framework for testing and compar-
points having similar geometrical properties. ing them. The authors of [22] conclude that the so-called
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UE (University of Edinburgh) algorithm, based on Gauss-
ian and mean curvature estimation, provides the best
results despite its being the most time-consuming scheme.
We provide in Algorithm 1 a sketch of the used algorithm.

Algorithm 1. An adapted version of the UE algorithm

Input:

A raw range image

Output:

A set of primitive parts

Adapted_UE_Segmentation_Algorithm

1: for all point P on the grid do

2:  Consider a small neighborhood Patch(P) of grid

points around P

3:  Approximate Patch(P) with a plane Plane(P)

4. Compute the normal Normal(P) of Plane(P)

5: end for

6: Smooth the data preserving the large discontinu-

ities in the normal angles as well as in the depth
information

7: for all point P on the grid

8:  Compute the curvatures K(P) and H(P)

9: end for

0: Collect points P in small segments analyzing curva-

ture signs.

11: Perform region growing on segments, eventually
unifying them, employing erosion—dilation mor-
phologic techniques

12: Approximate the segments as sticks, plates, and
blobs using up to second order moments

The learning and the classification phases receive as
input primitive parts as detected by the segmentation algo-
rithm, which is a variation on the UE (University of Edin-
burgh) algorithm [22]. This algorithm was a convenient
choice for our purposes because it allowed us to detect both
exact and deformed primitives such as planes and
deformed planes. Although segmentation is a major issue,
the UE algorithm provided reliable results in the frame-
work of our experiments. We employed it for constructing
representation models for the primitive parts. Segmenta-
tion results for a range image of a plastic airplane model
are shown in Fig. 3.

intensity range

segmented

Fig. 3. Segmentation of a valid airplane results in one deformed stick and
five plates.

3.2. Multi-level hierarchy functional structure

The classification process comprises an analysis both of
the detected primitive parts and the relationships among
them (see Fig. 1). Each primitive part or group of primitive
parts and the connections among them that can fulfil a cer-
tain functionality are classified as a functional part [38].
This approach is known in literature as recognition/classi-
fication by functional parts.

We have generalized the mechanism of decomposition
into parts and relationships into a multi-level approach in
the following sense. We define three types of relationships:
associations, connections, and mappings. We call the rela-
tionships between primitive parts, connections. A relation-
ship between any pair of functional parts is called an
association. We define a relationship between a functional
part and a primitive one as a mapping relationship. We
show these three types of relationships in Fig. 4.

Note that two functional parts that form associations
can be siblings sharing a common direct functional parent
node or they can have a relationship of inclusion, i.e., one
can be a sub-functionality of the other. Furthermore, sev-
eral functional parts and the relationships among them
can define a functionality and can form a higher level func-
tional part.

The connections between the primitive parts are
obtained during the segmentation stages. Note that seg-
mentation can provide cues about the connectivity and
the occlusion of different primitive parts.

Relationships among primitive and functional parts are
inclusions. That is, several primitive parts can map to a
functional part, thus forming a mapping or defining a par-
tition from primitive parts to functional ones. In this work,
we employ mappings for functional parts that are insofar
as possible granular. In other words, they are leaves in
the functional hierarchy. For example, in Fig. 4, Sticks
1-4 are primitive parts that map to the Ground Support
functional part and not to higher functional parts (in the
multi-level hierarchy). Finding mapping relationships is
equivalent to computing partitions of the input image
primitives to functional ones.

The proposed hierarchy can be as complex as one wishes
and is needed in order to describe the functionalities at the
desired refinement level. Here, by refinement level, we
mean the possibility of classifying objects with specializa-
tions. For example, we might want to classify chairs only
or we might want to classify chairs that also have arm
supports.

Assume f'is a functional part whose decomposition into
sub-functional parts is known. We will refer to this layered
decomposition as a multi-level hierarchy and denote it by
mlh(f) [see the upper part of Fig. 4 for an example of an
mlh(Chair)]. This structure does not refer to the primitive
parts of f; however, it includes the symbolic functional
parts and associations between adjacent ones—those that
are siblings of a common parent or have a relationship of
inclusion.
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Fig. 4. Associations, connections, and mappings shown on an implementation of a multi-level hierarchy of a chair. These three types of relationships are

represented by bold, dashed, and dashed-and-dotted lines respectively.

3.3. Implementation of a multi-level hierarchy

In the following, the term implementation of a multi-level
hierarchy of the functional part f refers to the multi-level
hierarchy of f, together with its primitive parts, the geomet-
ric property values of the nodes of the functional and prim-
itive parts, and the relationships among the parts (see Figs.
1 and 4). We denote the implementation of the multi-level
hierarchy of f by imlh(f).

If s is a functional node in the m/h of f, then define
imlh(s) as the sub-tree-like layered structure which has s
as a root and is part of imlh (see Fig. 5). If s is an associa-
tion or a connection, then let imlh(s) be the edge-like sub-

Functional Part

Ground Support

Geometric Attributes Values

Primitive Part
Stick 4

Primitive Part
Stick 3

Primitive Part
Stick 5

Primitive Part
Stick 6

Fig. 5. imlh(Ground Support) is the implementation of the sub-functional
part of the armchair im/h described in Fig. 1. im/h(Ground Support) is the
imlh of a part of the entire imlh(Armchair).

structure of imlh that consists of all the geometric property
values that are constituents of this relationship; see Fig. 6.
Of course, imlh and imlh(f) are equal.

Associations and connections are expressed in terms of
geometric properties. Furthermore, siblings of functional
parts sharing a common parent functional part (as a com-
mon functional part ancestor) are grouped in cliques in the
functional hierarchy. The pairs of functional parts (in the

Functional Part Functional Part

Sittable Ground Support

Primitive Part
Plate 2

Primitive Part
Stick 4

Primitive Part
Stick 3

Primitive Part
Stick 5

Primitive Part
Stick 6

Fig. 6. An example of imlh(A(Sittable, Ground Support)). Here,
imlh( A(Sittable, Ground Support)) is the im/h of a part of the entire
imlh(Armchair) and A(x,y) refers to the associations between the
functional parts x and y.
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clique) are characterized by a relationship expressed in
terms of geometric properties.

Cliques represent groupings of functional parts that
cooperate toward realizing a higher functional task. Note
that cliques can be avoided by employing multi-levels in
functional hierarchies.

The multi-level hierarchy functional structure of an
object class is implemented by a layered tree-like structure.
Assume fis a functionality and s is a sub-functional part of
/- For any such sub-functional part s, define P(s) and F{(s)
to be the set of immediate primitive or functional constitu-
ents of s, and let C(s) and A(s) be the set of connections and
associations between the elements of P(s) and F(s), respec-
tively; see Figs. 1 and 7. Note that s can be f itself.

In Fig. 1, the “Arm Support” represents a functional
part that supports the arms. The “Armchair” is a higher
level functional part because it describes a more complex
functionality. In particular, it includes the “Arm Support”
sub-functionality. In this example, F(Armchair) = {Arm
Support, Chair}. Functional part siblings are organized
in cliques of associations. For example, the siblings “Back
Support™, “Sittable”, and “Ground Support™ are grouped
in a clique, indicated in Fig. 1 by a dashed contour bound-
ary. Two additional cliques are enclosed in dashed rectan-
gles as well.

Note that one of P(s) or F(s) is empty and the other is
not empty for any sub-functionality s of f. For example,
F(Sittable) =, P(Sittable) = {a plate} and FArm-
chair) = {Arm Support, Chair}, P(Armchair)=0. For
clarity, if s is a terminal node in mlh(f), then P(s)# 0,
F(s) = (), while if s is an internal functional node, then
P(s) =0, F(s) #0.

L -
'Geometric Attributes of :
1

i Association i

Node representing
FPart Sittable

Geometric Attributes

_______________________

Node representing
FPart Ground Support

Geometric Attributes

L -
\:Geometric Attributes of :
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S

! Geometric Attributes of ! .-
! L L&
1 Association i

Node representing
FPart Back Support

Geometric Attributes

Fig. 7. A clique in the multi-level hierarchy functional structure. The
clique corresponds to the group of functional parts Back Support,
Sittable, and Ground Support, enclosed in a dashed contour boundary in
Fig. 1. These functional parts of the functional part chair are siblings,
where the functional part “Chair” represents their common ancestor.
While the functional parts are represented by nodes, the relationships
between each pair of them are represented by edges. In the functional
hierarchy, each sibling group has a clique structure and each pair of
functional or primitive parts is characterized by a relationship expressed in
terms of geometric properties.

For any symbolic primitive part, functional part, con-
nection, or association x, we define GP(x) to be the set of
geometric properties of x. If x is a primitive or a functional
part, then GP(x) includes, among other properties, inertia
moments, stability, and regularity. If x is a connection,
GP(x) includes, for example, occlusion or geometric con-
nection (C'” continuity). If x is an association, GP(x)
includes, among other properties, ratio of volumes and
context-based stability.

We present a partial list of geometric properties evalu-
ated for primitive and functional parts in Table A.1 and
for associations in Table A.2, both in Appendix A. The full
description of the geometric properties we have considered
is relatively large and can be found in [34].

3.4. Operational multi-level hierarchy

Consider a multi-level hierarchy and let P and F be the
set of all the symbolic primitives and functional parts,
respectively, that the hierarchy includes. Define

GPpr = {(x,g)lx € F| JP, g € GP(x)}
and

GPea = | J{n9)lve c(N)|JA(f), g € GP()}.

JeF

Then, the multi-level hierarchy of a functionality f induces
a function H; : GPpr|JGPca — H, where H = {h|h:R —
[0...1]} is the set of all (normalized) histograms that can
be implemented as B-spline functions (see Sections 3.5
and 3.7). These histograms are normalized to 1. Therefore,
they are likelihood functions. Evaluating H, produces a
histogram function. The histogram functions / translate
the values of geometric properties specific to the part at
hand into a normalized probabilistic grade.

Each geometric property is associated with a histogram
of measured values. For each functional part, the set of his-
tograms of its constituents, functional (sub)-parts, and
associations represent the signature of the functional part.
The signatures are computed from the instances of multi-
level hierarchy implementations. The signatures label the
functional parts and their associations in the operational
multi-level hierarchy (omlh).

We define the operational multi-level hierarchy func-
tional part f as mlh(f) together with the signatures of the
functional nodes and associations in mlh(f). We will use
the notation oml/h(f) for the operational multi-level hierar-
chy of /. We illustrate an operational multi-level hierarchy
of a chair in Fig. 2. Note that om/h(f) only includes sub-
functional parts of f'and associations among sub-function-
alities of f. omlh(f) does not include primitive parts. The
operational multi-level hierarchies of each learned class
are stored in a database. The notation oml/h describes the
final tool towards classification.

The notation mlh describes the functionality of a class in
abstract symbolic terms. During learning, our scheme
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receives several input objects. We construct an imlh for
each one of the objects in the segmentation stage. All the
imlhs share a common m/h. In the learning stage we con-
struct for all the instances an omlh. We show this construc-
tion in Fig. 8.

3.5. Learning functionalities

The left-hand side of Fig. 9 shows the flow of the learn-
ing phase of our scheme. The input of the learning phase is
a set of labeled objects described by implementations of
multi-level hierarchies. Each functional and primitive part
is labeled with a symbol or a generic name. Examples of
functional and primitive part symbols are “ground sup-
port” and “stick”, respectively. For each input object, the
proposed scheme calculates the values for all the predefined

geometrical properties. Furthermore, these properties are
subject to RBF-like (radial-based function) Ilearning
[8,29]. The result is an operational multi-level hierarchy
for each learned object.

3.6. Classification

We chose radial-based function learning because we
learn from positive examples only. When we consider that
our scheme is designed for general purpose classification of
3D objects, the number of negative examples for each
desired class is huge. We analyzed other techniques and
chose the one that seems the most straightforward.

In the learning phase, the scheme builds histograms for
geometric properties of the functional parts as well as for
the associations (see Section 3.7). The continuous domain

mlh(chalr) Functional Part
Chair

Functional Part
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Functional Part
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Y ——— G
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imlh, (chair) 4:’* imlh, (chair) 4:’ imlh; (chair) 4:’* imlh, (chair) 4:’
r
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parts and ) parts and ,_i' parts and | parts and
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Fig. 8. Construction of several imlhs, an omlh, and their use in the case of a chair. Each image in the testing set is segmented and an im/h is constructed for
it. These imlhs are input to the learning stage, in which we compute an omlh. At classification, the analyzed image is segmented to primitive parts and the

grade of matching to any learned class is evaluated be means of the omlh.
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Fig. 9. Learning and classification flows.

of measured values for geometric properties is approxi-
mated by discrete accumulation values which are provided
as the coefficients of the B-spline functions that match the
histograms. The scalar coefficients are normalized such that
the maximum coefficient equals 1.0. Note that this process
is automatic, and requires no operator intervention other
than labeling.

Function-based approaches offer the advantage of reus-
able learning: functional parts that are shared between dif-
ferent classes do not have to be learnt with each new class.
We exploit this advantage to speed up the scheme for learn-
ing new objects; that is, we design the learning sequences
from objects with functional parts having different shapes.
Relearning geometrically similar functional parts is unnec-
essary. For example, for the armchair in Fig. 1, if we have
already learned the chair sub-part, we only have to add the
signatures of the arms to the multi-level hierarchy of the
armchair.

Fig. 9 (right-hand side) shows the flow of the classifica-
tion phase of our scheme. In the classification mode, the
input consists of a set of primitive parts, the connections
between them, and the database of operational multi-level
hierarchies provided by the learning phase. The database
contains an operational multi-level hierarchy for each
learned object. The classification phase computes a vector
of grades that describes how an object conforms to class
functionalities. Each element of the vector represents a
grade for one class.

The class with the highest matching grade is chosen as
the best match. For each one of the learned classes the
scheme tries to find the best multi-level hierarchy imple-
mentation out of the given set of primitive parts and the
connections between them. The best match is of course
subject to the maximum matching grade.

Thus, we reduce the problem of classifying a new object
to the problem of finding the implementation of a multi-
level hierarchy with the highest matching grade. In fact,
our classification scheme relies on computing a partition
of primitive parts. The following subsections describe the
matching grade computation process as well as the mathe-
matical and algorithmic details of computing partitions.

3.6.1. Matching grade computation

Assume we want to evaluate the matching grade for
functionality f. Let m/h be the multi-level hierarchy of f,
imlh be any implementation of mlh, and omlh an opera-
tional multi-level hierarchy computed for f. Let Prim be
an input set of primitive parts from a segmented image.
Let IMLH be the set of all implementations of instances
of mlh built with primitive parts from Prim.

Recall that we use the notation imlh(s) for the sub-tree-
like layered structure which has s as a root and is part of im/h,
where s is a functional node in the mlh of f(see Fig. 5). More-
over, we also use the notation imlh(s) for the (edge-like) sub-
structure of the im/h that consists of all the geometric prop-
erty values that are constituents of this relationship, when-
ever s is an association or a connection; see Fig. 6.

Let s be a node sub-functional part or an association or
a connection and g a geometric property. Let w(s,g) be
weight functions that are proportional with the standard
deviation [24] of the histogram function which itself corre-
sponds to s and g. Let H,(s, g)(imlh(s)) be the value of the
geometric property histogram for s implemented after the
implementation imlh(s). Then, define

[-grade(s,imlh(s)) = Y w(s,g)H,(s,g)(imlh(s)). (1)

g€GP(s)

In this context, for any association r, let imlh(r) be the sub-
part of the iml/h that contains the nodes—between which
the association is established—and their sub-trees. If r is
an association, then

a-grade(r,imlh(r)) = Z w(r,g)H,(r,g)(imlh(r)). (2)

geGP(r)

Let
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f-grade(s,imlh(s))
a-grade(s,imlh(s))
grade(s,imlh(s)) =

f-grade(s,imlh(s)) I
€(F () | J4w)

For any functionality f, the matching grade is defined as

grade(f) = max grade(f,imlh). 4)

imlhe IMLH

The weights are used to emphasize the geometric properties
that are more likely to characterize a specific class. We as-
sume that this likelihood is higher for geometric properties
whose histograms have peaks than for those whose value is
constant. In order to determine the best geometric proper-
ties, we compute the weights as standard deviations [24] of
the histograms’ values. Note that the standard deviations
of the histograms allow the weight mechanism to eliminate
unnecessary associations in cliques.

Note also that histograms can be bi-polar, multi-polar,
or peak functions. The histogram mechanism covers these
cases; however, it is designed and tested for the general case
in which the histogram is a non-constant and multi-polar
function.

The computation of grades consists of multiplications
and weighted summations. We use multiplications on
grades of sub-functionalities while we use weighted sums
when we want to benefit from the evaluations of the geo-
metric properties. The multiplications are motivated by
the existence of functional parts that cooperate toward a
higher functionality, which is crucial for classification:
you cannot have a chair without a ground-support, for
example. However, we expect that when a certain function-
ality is to be classified, several geometric properties
together share a related behaviour, which is expressed in
terms of grades.

Our mathematical model assumes that the geometric
properties are unrelated. Although this model is not pre-
cise, we feel it is sufficient for accurate classification. Some
of the interrelationships among the geometric properties
are modeled by weights; however, this issue is outside the
scope of this work.

Assume we have a fixed number of primitive parts. Let
mlh be a multi-level hierarchy and imlh be an implementa-
tion of mlh over this set of primitive parts. Define a partial
implementation of imlh to be a state in which a subset of the
leaves of the functional parts in mlh is implemented by
primitive parts. The primitive parts implement the func-
tional parts in a way that conforms to the requirements
of the imlh. Furthermore, let the partial implementations
of all possible imlhs of an mlh over the given set of primitive
parts be the nodes of the search DAG. The root of the
search DAG is the partial implementation (we call it the

grade(t,imlh(t))

if s is a functional leaf

if s is an association

otherwise.

empty imlh) in which no primitive parts are mapped, while
the leaves are all the possible implementations of the mlh.
Assume pimlh, and pimlh, are two partial implementa-
tions of mlh over the set of the primitive parts. We say that
pimlhy covers pimlh, if all the primitive parts mapped in
pimlh, are also mapped in pimlh, in the same way. imlh cov-
ers all its partial implementations of mlh. Bearing in mind
that the partial implementations of mlh are covered, we
define the edges of the search DAG. Assume pimlh; and
pimlh, are two partial implementations of mlh over the
set of primitive parts and pimlh; covers pimlh,. Moreover,
we require that the primitive parts of pimlh,, which are not
mapped in pimlh,, be mapped to a simple functional part
which is a leaf in the mlh. The primitive parts are mapped
to a simple functional part which is a leaf in the mih to
which no other parts in pimlh, are mapped. Then, we define
an oriented edge from pimlh, to pimlh, and state that pimlh,
covers pimlh,. We will call this graph the state search graph.
The classification phase is a search and validation like
algorithm over the state search DAG (see Fig. 10). The
main difficulty in the classification phase is to efficiently
select the best partitions (or matchings) of the input
objects’ primitive parts into (to) functional parts. More-
over, we focus on the question “What function could this
part fulfil?”” For example, in the case of a chair, several
plates could be mapped to seat, back support, and one of
the legs (as part of the ground support). In order to answer
this question, we present, in Section 3.6.2, the partitioning
mechanism (we call this, mechanism matching).

Unused Sittable Ground Support | Back Support
Platel Platel
Plate2 Plate2
Stick1
ik Stick2
icl .

Stick1 Stick3 Stick3
Stick2 Stick4

11
|
1]
7N

Fig. 10. The search state DAG. This search DAG has a depth of three.
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3.6.2. Matching implementations of multi-level hierarchies to
Sfunctionalities

We define the matching of implementations of multi-
level hierarchies to functionalities as a search in a finite ori-
ented DAG. Assume that the input 3D model consists of n
primitive parts whereas the mlh has m functional leaves. In
this case, the search space is a DAG with n™"! leaves.

The search is a traversal of the DAG’s states. We eval-
uate all the matching grades of all the implementations in
the leaves of the search DAG. The leaf with the highest
matching grade is selected as the one that matches the
classification.

When there are many implementations—n™"", for
example—verifying them is a time-consuming task. There-
fore, speedup techniques are in great demand.

We used a heuristic search with a branch-and-bound
pruning approach. Note that branch-and-bound tech-
niques use search criteria and a good description of the this
technique can be found in [26]. Next, we define our search
criteria.

Consider the notations in Section 3.6.1. Specifically,
assume f'is a high-level functionality. In addition, let pim/h
be a partial imlh, i.e., an imlh for which only some of the
functional leaves have primitive parts assigned. Then, for
any sub-functionality s of f define
[f-partial(s, pimlh(s))

f-grade(s, pimlh(s)) if all the functional
leaves in pimlh(s)
= have mapped (5)
primitive parts
1 otherwise.
Following 3.6.1, for any association r, let pimlh(r) be the
sub-part of the pimlh that contains the nodes between
which the association is established and their sub-trees. If
r is an association, then
a-partial (r, pimlh(r))
a-grade(r, pimlh(r)) if all the functional
leaves in pimlh(r)
= have primitive (6)
parts mapped
1 otherwise.

Let

[f-partial(s,imlh(s))
a-partial (s, imlh(s))

partial _grade(s, pimlh(s)) = [f-partial(s,imlh(s))

re(F(s)|J4(s))

For the search, we use partial matching grades; that is, at
each node of the search DAG, we compute the partial
grade of the partial implementation available at the current
node. The partial matching grade can only decrease when
we evaluate it at subsequent lower level nodes. Moreover,
from (5)—(7), it follows that when the search reaches a leaf,
the partial grade equals the matching grade.

Following [18], the algorithm searches the nodes of the
search graph starting from the “empty” state. The algo-
rithm searches for the implementation of the multi-level
hierarchy that has the highest matching grade, which repre-
sents the classification result. However, rather than identi-
fying primitive parts, we compare the signatures of
functional parts via the geometrical properties of the func-
tional part candidates. When the primitive parts are
mapped to functional parts, the matching grades of the
functional parts can be computed. For example, we define
the volume of a four-legged ground support as being the
volume of the four leg-sticks together (each leg being a
stick, of course).

3.7. Implementation details

Almost any computer vision system assumes a number
of parameters that have to be tuned for specific applica-
tions. We acknowledge that the segmentation part of our
scheme is dependent on the input data. However, the func-
tional part is generic enough to enable classification with-
out human intervention, provided the learning stage is
supervised.

In order to avoid parameter tuning and enable generic
software, we employed B-spline functions. We use uniform
knot sequences and employ cubic B-splines to implement
the histograms of geometric properties employed in the
operational multi-level hierarchies (see Section 3.5 and
[14]). Let B, .(t) be the ith B-spline blending function of
degree k defined over knot sequence 7 [14]. Now, consider
the B-spline function,

F) =3 pBislu),

with n+ 1 scalar coefficients p,;, B-spline basis functions
B; i .(u), degree k and knot sequence 7, respectively. These
B-spline functions allow the computation of matching
grades between the multi-level hierarchy implementations
and the operational ones.

11 partial_grade(t,imlh(z))

if s is a functional leaf

if s 1s an association

otherwise.
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Unlike the authors of [8,29], we implemented histograms
(as RBF functions) via B-spline functions and not Gauss-
ian mix because the former exhibited better time perfor-
mance (see [14]). In addition, the fitting of B-spline
functions is generic for each geometric property. In con-
trast, fitting Gaussians implies parameter tuning for their
average and the divergence. Nevertheless, B-spline func-
tions provide reliable accuracy (see [14]).

4. Experiments

We tested our scheme on a database that includes syn-
thetic models of 200 forks, 216 spoons, 200 stools, and
200 spectacles. We also tested our scheme on a database
of real range images comprising 100 forks, 100 spoons,
97 chairs, 100 spectacles, 118 airplane models, and 15
tables. Partial sets of the chairs, forks and spoons, air-
planes, and spectacles are shown in Figs. 11-14, respec-
tively. In addition, we used 12 compound objects
representing six dining rooms and six bedrooms (see
Fig. 15). Range images were captured using a Cyberware
range scanner (http://www.cyberware.com). Note that the

|
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Fig. 11. Images of some chairs used in our experiments.

Fig. 12. Images of some forks and spoons used in our experiments.

Fig. 15. Examples of two bedrooms and two dining rooms we used in
experiments.
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Fig. 16. Learning real spoons and classifying real spoons and spectacles.
The average grades of the spoons are all above 0.1 while those of the
spectacles are all below that value. This assures very accurate
classification.

chairs and the tables were toy-sized models but scaled to
characteristic dimensions before any processing stage.

We differentiate between experiments on synthetic data
and experiments on real range data. We performed six
types of experiments. In the experiments of the first type,
we checked the performance of the classification algorithm.
In those of the second type, we performed cross-validation
tests. Next, we computed receiver operating characteristics
(ROC) and accuracy measures. We then dealt with classifi-
cation in cluttered scenes. Next, we focused on classifying
compound objects. In the experiments of the last type, we
provide a glimpse on the effects of over-segmentation on
the classification results. In all the tests, the learning phase
was performed on 3D models or range images that con-
tained a single object. For classification performance,
cross-validation, ROC and accuracy, and over-segmenta-
tion tests, we used the proposed scheme to classify objects
from 3D models and images that contained only one
object. In the cluttered scene tests, partial views of several
objects were used.

4.1. Classification performance

In the first classification experiment, three groups of
objects were used: a training group and two test sets. The
training group was randomly generated from the entire
database at consequent increasing sizes. The graph in
Fig. 16 shows the average grades of the test sets as a func-
tion of the size of the training set. The black curve repre-
sents the average grades of the classified spoons while the
brown' curve represents the average grades of the classified
spectacles. The blue curve shows the ratio between the
average grades of all the test sets and the maximal grades
of the spoons test sets, in percentages. The learning sets
in this experiment consisted of real scanned objects. The

! For interpretation of the references to color in this figure , the reader is
referred to the web version of this paper.

test sets of spoons and spectacles are constant per experi-
ment and comprised all the scanned objects, which is the
entire database.

Fig. 16 shows that small training sets suffice for reliable
classification. At low abscissa values, which correspond to
small sets of spoons, our scheme produces significantly
higher grades for spoons than for spectacles. Furthermore,
the brown curve, which gives the average grades of the
spectacles, presents values of less that 0.1, while the black
curve, which gives the average grades of the spoons, pre-
sents values that are higher than 0.1.

In an additional classification experiment, we used a
training set of ten chairs where the ground support was
implemented using a four-legged structure (see Fig. 17).
We then built a test set that consisted of all the chairs in
the database that have ground support, including those
built from one and three legs. We correctly classified all
the chairs with ground support built from three legs. The
test set included four chairs with one leg as ground support,
and we correctly classified three of them. The chair that
was not classified correctly had an unusual back-support
implemented by a blob, [see Fig. 17(d)]. The classifier was
set to decide that the input is a chair if the normalized
matching grade is over 0.5.

4.2. Cross-validation

We employed the entire database in the cross-validation
experiments. The learning (training) group represented
80% of the object class sets whereas the classification (or
testing) group consisted of the rest of the database. Grades
were computed during classification and the classified
objects were evaluated as spectacles, forks, spoons, mugs,
stools, tables, chairs, or airplanes. The grades were aver-
aged and presented as textured bars in a graph, shown in
Fig. 18. The graph consists of eight groups of eight object
class grades. For example, the first group relates to specta-
cles that were classified as spectacles, forks, mugs, spoons,
mugs, stools, tables, chairs, or airplanes in this order. In
Fig. 18, the spectacles, the forks, the spoons, the stools,
the tables, the chairs, and a subset of the airplanes were
range images.

4.3. Receiver operating characteristic and accuracy of
classification

We performed the ROC and accuracy experiments on
synthetic 3D models as well as on range images. In this sec-
tion, the first set of experiments employed synthetic 3D
models of 20 mugs and 20 spoons (Fig. 19 and Section
4.3.1). The second set of experiments was performed on
the real range images of the entire database (Fig. 20 and
Section 4.3.2).

We show several measurements of classification in terms
of receiver operating characteristic curves (ROC) [10] as well
as accuracy tests. In all the graph images, on the abscissas, we
show the classification grade thresholds.
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Fig. 17. Testing classification accuracy. (a) A subset of the training set images. (b) Three-legged chairs used in the experiment. All of them were correctly
classified. (c and d) One-legged chairs that were used in the experiment. While the chairs in (c) were correctly classified, the scheme could not cope with the
object in (d), due to its unusual back-support implemented by a blob.
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Fig. 18. Cross-validation on the whole database, which includes spectacles, forks, spoons, mugs, stools, tables, chairs, and airplanes.
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Fig. 19. Experiments on synthetic database that consists of mugs and stools. Synthetic 3D models of mugs and stools are employed. In experiments (a)
and (b) we considered classifiers that select the maximum grades for the different components and check it versus thresholds. In (c) we built a composite
classifier based on (a) and (b). We present the classification grade threshold on the abscissa. (a) The mug classifier’s accuracy. (b) The stool classifier’s
accuracy. (c) Overall accuracy.
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Fig. 20. Experiments on real range image data. The whole database was used. We show the classification grade threshold on the abscissa. (a) Three
receiver operating characteristics for stools (the uppermost curve, dashed line), forks (the middle curve, normal line), and spectacles (the lowest curve, dot
and dashed line). The individual classifiers used here do not perform a maximum on components. (b) The stool classifier’s accuracy, which performs a

maximum on components. (c¢) Overall accuracy.

4.3.1. ROC and accuracy on synthetic data

Consider a synthetic database of mugs and stools. Here,
we considered a classifier that selects the maximum grades
of components and checks if this maximum is achieved for
stools and if it is higher than a threshold. In Fig. 19(a), we
show the accuracy of the mug classifier when working on
the synthetic database. In a similar way, we defined a stools
classifier. In Fig. 19(b), we show the accuracy of the stools
classifier when working on the synthetic database. In
Fig. 19(c), we show the accuracy of a combined classifier,
that makes its decisions by selecting the maximum on the
components of the vector grades. This classifier targets
both mugs and stools and is tested on the same synthetic
database.

We next built classifiers that work on the components of
the vector matching grades. (These. classifiers do not make
their decisions by selecting the maximum on the compo-
nents but by comparing the components of the vector
grades to thresholds). We built the ROCs for mugs and
spoons separately. These ROCs show almost ideal classifi-
ers, which pass very close to the right top corner of their
boundary squares.

4.3.2. ROC and accuracy on real range image data

In the real range image experiments, we first considered
classifiers that work on the components of the vector
matching grades (These classifiers do not make their deci-
sions by selecting the maximum on components but by
comparing grades to thresholds.). In Fig. 20(a), we show
the superimposed ROC curves of stools, forks, and spoons.

Next, we considered a classifier that selects the maxi-
mum grades on components, then checks whether this
maximum is achieved for stools, and if it is higher than a
threshold. In Fig. 20(b), we show the classifier’s accuracy
for stools versus other objects in the database.

The classification scheme should be as general as possi-
ble whenever the accuracy of classification schemes is being
tested. Here, for clarity, we will refer to the classifiers
described in the previous paragraph (and corresponding
to Fig. 20(b))as sub-classifiers. We built a combined classi-

Fig. 21. A cluttered scene of a chair and a synthetically enlarged fork
(left). The chair is correctly classified (right).

fier from the sub-classifiers described in the previous para-
graph. This combined classifier calls the sub-classifiers on
the components, selects the component grades that pro-
vided classification (those that are higher than predefined
thresholds), and computes the maximum on the compo-
nents. The maximum defines the classification result of
the combined classifier. The combined classifier was tested
on the whole database, which consists of five classes. In
Fig. 20(c), unlike in Fig. 20(a) and (b), we show the accu-
racy of this combined classifier.

4.4. Cluttered scenes

We performed the cluttered scene experiments on syn-
thetic 3D models as well as on range images. In this section,
we show experiments on synthetic 3D models and real
range images separately. The first set of experiments is per-
formed on chairs and forks (see. Fig. 21). The second set is
performed on the real range images of the entire database
(see Fig. 22).

4.4.1. Experiments on synthetic data

We built 33 synthetic scenes from 3D models of chairs,
forks, and spoons. In Fig. 21, we show the classification
results for the chair in a cluttered environment consisting
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Fig. 22. Two cluttered scenes of a chair and a table in a room. (a) and (b)
represent two examples of the first type of image. (¢ and d) The results of
segmentation of the scenes in (a) and (b), respectively. The primitive parts
sticks and plates are shown as they are detected and modelled in the
segmentation phase. (e and f) The results of classifying the scenes in (a)
and (b), respectively. (e and f) The resulting functional parts—the back
support, seat, and the ground support—with different textures.

of the chair and a synthetically enlarged fork. The synthet-
ically enlarged fork is not a usual object. Scaling drastically
diminishes the grade for a fork as a fork. Moreover, all the
component grades for the fork as an object belonging to
other classes are low. The grade received by the chair as
a chair is much higher. Therefore, the classifier makes a
valid conclusion about the occurrence of a chair.

4.4.2. Experiments on real range image data

In this section, the learning phase consisted of images
that included only one chair. In the classification phase
we tested our scheme using two types of 3D images.

Functional Part

The first type consisted of a chair and a table in a room
while the second type consisted of chairs and synthetically
enlarged spoons (see Fig. 22 for examples of the first
type). We tested our scheme on six images of the first type
and thirty images of the second type. In five images of the
first type and in all the images of the second type, our sys-
tem correctly classified a valid chair. One image of the
first type has heavy cluttering and significant self-occlud-
ing regions. This fact caused our scheme to misclassify
the target.

4.5. Classifying compound objects

The aim of these experiments was to demonstrate that
our scheme has the ability to generalize to complex objects.
We tried to recognize dining rooms and bedrooms. A room
is a class with many subclasses; in other words, it has many
specializations.

We used six rooms that contained a chair and a table
dining

and we characterized them as rooms (see

Fig. 24. Classification of a bedroom. By definition, a bedroom includes at
least a bed. In this example, we show the classification of bedrooms versus
dining rooms. (a) A digital photo of a room with a chair and a bed. The
magenta color represents unselected parts during the classification process.
The image in (b) represents the classification of the room as a bedroom,
after the chair and the bed are selected (and colored) for analysis (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this paper.).

Functional Part

Bedroom

Functional Part

Chair

Bed

Functional Part
Back Support

Functional Part

Functional Part
Sittable Ground Support

Functional Part Functional Part
Ground Support Sleeping Surface

Functional Part Functional Part
Head Support Body Support

Fig. 23. Illustration of an mlh(bedroom) representation with height four.
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Functional Part

Functional Part
Office Bedroom
Functional Part Functional Part Functional Part
Table Chair Bed

Fig. 25. Illustration of reusable function-based learning.

Fig. 15(a)). In addition, we used six rooms with a chair and
a bed. We referred to these six rooms as bedrooms (see.
Fig. 15(b)). Note that the use of the chair in a room envi-
ronment implies a multi-level hierarchy with height four
(see Fig. 23). Here, the bed is an indication of a bedroom.
In one dining room, the chair was not recognized due to
heavy cluttering, and so we could not classify it. However,
whenever we could classify the objects in the room, we were
able to clearly differentiate between dining rooms and bed-
rooms. Fig. 24 shows an image of a bedroom with classifi-
cations results. The classification of the chair and of the
bed is shown Fig. 24.

When working in compound scenes one can take advan-
tage of the reusable learning provided by function-based
reasoning. For example, when learning dining rooms and
bedrooms, the common denominator is learning chairs.
This shared learning is illustrated in Fig. 25.

4.6. Over-segmentation

In this section, we focus on the effects of over-segmenta-
tion to the classification results. We have learnt chairs as
well as other several classes. Consider the chair in Fig. 26
(a), which is captured in a raw range image. We segmented
and classified it as a chair. The results of the classification
of this chair together with its functional sub-parts is shown
using colors, each functional part being represented by a

unique color. Fig. 26(b) and (c) show the same chair when
its back-support was manually modified. These versions
were classified and the same color convention is used to
underline the classification of functional components.
While the functional parts of these chairs were still consis-
tently classified, the grades of matching of these three input
objects to class chair are significantly different. We report
that we tested our scheme with different sets of geometric
properties. When experimenting our scheme with different
sets of geometric properties, the maximum matching grade
among the three chairs is not consistent, i.e., we cannot
point out a version that clearly is the best matching. How-
ever, our scheme classified the three objects as chairs
consistently.

5. Conclusions

In this work, we have presented a novel function-based
scheme for classification of 3D objects. The input consists
of full 3D descriptions of objects. The proposed scheme
employs an object functional structure and consists of a
multi-level hierarchy of functional parts. The multi-level
approach offers a higher degree of freedom for real object
modelling than is possible in classical systems. The multi-
level hierarchy implementation represents a supervised
learning phase.

Our approach was tested on a database of about 1000
different 3D objects and employed several algorithms for
searching and pruning. To the best of our knowledge, no
other classification (or recognition) scheme has been tested
on hundreds of real objects captured in range images. The
graphs show the success of our scheme. They also provide
an insight into the dimensions of the learning sets that are
required to reach a certain degree of classification accu-
racy. Moreover, we have also demonstrated how reusable
function-based learning can benefit our function-based rea-
soning scheme.

Some of our future work consists of enlarging the
database of the test objects. Specifically, in future exper-
iments, we intend to introduce additional categories of

Fig. 26. Each color identifies a classified functional part. The chair in (a) is a real range image segmented. Figures (b) and (c) show the same chair, when its

back-support was intentionally over-segmented in plates.
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range image objects. In addition, we are going to use
more accurate approximation models for primitive parts
and use more elaborate models to describe these parts.
However, it should be noted that the use of relatively
coarse parts had no negative influence on recognition
of difficult categories. The proposed solution is clearly
parallelizable; concurrent or parallel variants of our
scheme as well as implementations of our classification
algorithm on dedicated hardware could greatly speed
up the classification process.
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Appendix A. Geometric properties

See Tables A.1 and A.2.

Table A.1
Geometric properties for primitive and functional parts

CircularRegularityByAngle CircularRegularityByRadius

FPartConnectivity LinearRegularity

Stability LinearSymmetry
CircularSymmetry RegularSurface
RegularVolume BBoxSurface
PPartsMajorAxesStandardDeviation InertiaMomentsIxx
InertiaMomentsIxy InertiaMomentsIxz
InertiaMomentslyy InertiaMomentslyz
InertiaMomentslzz InertiaFigenValuel
InertiaEigenValue2 InertiaEigenValue3
BBoxVolume RelativeVolumeBBoxVolume

COMDistanceFromBBoxCenter
FPartOrientation

RelativeSurfaceBBoxSurface
CenterOfMassWithinBBox

The full definitions of these properties can be found in [34].

Table A.2
Geometric properties for associations

CrucialConnectivity
CrucialStability
RelativeFPartCenterOfMass
RelativeFPartVolume
RelativeSurface
RelativeFPartBBoxVolume
RelativeFPartBBoxSurface
MassCentersRelativeDirection
MassCentersRelativeDistance
NumberOfPPartConnections
TypeOfConnection
ConnectionGeometricDescription
BBoxConnection

The full definitions of these properties can be found in [34].
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